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Abstract

Statistical NLP inevitably deals with a large number
of rare events� As a consequence� NLP data often vio�
lates the assumptions implicit in traditional statistical
procedures such as signi�cance testing� We describe
a signi�cance test� an exact conditional test� that is
appropriate for NLP data and can be performed us�
ing freely available software� We apply this test to the
study of lexical relationships and demonstrate that the
results obtained using this test are both theoretically
more reliable and di�erent from the results obtained
using previously applied tests�

Introduction

Statistical Natural Language Processing �NLP� seeks
to make general claims about human language from an
empirical study of examples of human speech or text	
Empirical studies of language implicitly or explicitly
de
ne a probabilistic model for the characteristic be�
ing studied	 In signi
cance testing� the probabilistic
model is a potential description of the distribution of
that characteristic in the population from which the
data sample was drawn	 The acceptability of a poten�
tial population model is postulated as a null hypothesis
and that hypothesis is tested by evaluating the �t of
the model to the data sample �i	e	� the degree to which
the data sample is approximated by the model�	 The

t of a model is judged acceptable if the model di�ers
from the data sample by an amount consistent with
sampling variation� that is� if the value of the metric
measuring the 
t of the model is statistically signi��
cant	 The assessment of statistical signi
cance is� in
a strict sense� valid only when the data has been ob�
tained via a random sampling process	 The extent to
which the data are similar to a random sample deter�
mines the extent to which the results of the analysis
pertain to the true population	
The importance of assessing the statistical signi
�

cance of model 
t is that it provides the link between
the data sample and the population as a whole	 This
link is the con
dence that a researcher can have in
attributing the results of a study� based on a sample
of data� to the larger population	 It also allows valid

comparisons between di�erent models and work done
on di�erent data samples	
While other researchers have used signi
cance tests

to study NLP data ��Dunning ����� �Church et al�
������ the tests used are often inappropriate for the
type of data found in NLP and therefore produce erro�
neous results	 We describe a test� an exact conditional
test� that can be used to accurately assess the signi
�
cance of a population model from a data sample com�
prised of both large and small counts or where many
of the counts are zero	 We apply the exact conditional
test to the study of lexical relationships in naturally oc�
curring text and compare the results to those obtained
using other signi
cance tests	

Lexical Relationships

We apply signi
cance testing to the study of two im�
portant types of lexical relationships� positive asso�
ciation and di�erence	 While signi
cance testing can
be applied more generally� we limit ourselves to the
study of bigrams which we de
ne as any two consecu�
tive words that occur together in a text	
Two consecutive words that form a bigram exhibit

positive association when they occur together more of�
ten than would be expected by chance	 We refer to
the study of positive association as the test for associ�
ation	 We use it to determine if bigrams such asmajor
league or �ne wine exhibit positive association	
Two words are di�erent to the extent that they are

used in di�erent contexts	 The di�erence between two
words can be studied by the bigram di�erence test�
which determines how likely it is that these two words
precede �or follow� the same word	 Are strong and
powerful equally likely to precede tea�
A more complete description of context provides a

more complete assessment of the di�erence in the use of
two words	 The extended bigram di�erence test studies
the behavior of two words in relation to all words that
they immediately precede �or follow�	 Are rise and
fall immediately preceded by approximately the same
set of words�
The challenge in studying these lexical relationships

is that most bigrams are relatively rare in a text regard�



less of the size of that text	 This follows from the distri�
butional tendencies of individual words and bigrams as
described by Zipf�s Law �Zipf ����	 Zipf found that if
the frequencies of the words in a large text are ordered
from most to least frequent� �f�� f�� � � � � fm�� these fre�
quencies roughly obey� fi � �

i
	 As an example� in

a ������ word subset of the ACL�DCI Wall Street
Journal corpus �Marcus� Santorini� � Marcinkiewicz
���� there are ����� distinct bigrams	 Of these� ��
percent occur once and �� percent of them occur 
ve
times or less	 As a result of these distributional ten�
dencies� data samples characterizing bigrams are often
skewed �i	e	� comprised of both large and small counts�
or sparse �i	e	� contain a large number of zero counts�	
This kind of data violates the asymptotic approxima�
tions implicit in many traditional statistical procedures
and a�ects our ability to study lexical relations using
standard statistical techniques	

Representation of the Data
Here� we study lexical relations by observing bigrams	
To represent the data in terms of a statistical model
the features of each bigram are mapped to discrete ran�
dom variables	 The features of a bigram pertain either
to the individual words forming the bigram �in the as�
sociation test and the expanded di�erence test� or the
presence or absence of a particular word pair that form
a bigram �in the bigram di�erence test�	
If each bigram in the data sample is characterized

by two features represented by binary variables X and
Y �as in the association test�� then each bigram will
have one of four possible classi
cations corresponding
to the possible combinations of these variable values	
The data is said to be cross�classi�ed with respect to
the variables X and Y 	 If there are I possible val�
ues for the 
rst variable and J possible values for the
second variable �as in the extended bigram di�erence
test�� then the frequency of each classi
cation can be
recorded in a rectangular table having I rows and J
columns	 Such a table is called an I � J contingency
table	 Contingency tables can extend to beyond two
dimensions when an object is cross�classi
ed with re�
spect to more than two variables	 However� in this
paper only two dimensional tables are considered	
The joint frequency distribution ofX and Y in a data

sample is described by the counts fnijg in the contin�
gency table	 The marginal frequency distributions of
X and Y are the row and column totals obtained by
summing the joint frequencies	 The row totals are de�
noted by ni�� the column totals by n�j and the total
sample size by n��	

Signi�cance Testing
A signi
cance test seeks to assess the probability that
a data sample has been taken from a population that
can be described by a certain probabilistic model	 The
form of such a model identi
es the relationship that
exists� while the parameters express the uncertainty

inherent in that relationship	 Below we enumerate the
steps in performing a signi
cance test and discuss them
in the sections that follow	

�	 Select the appropriate sampling model�

�	 hypothesize a population model for the data sample�

	 select a goodness of 
t statistic to use in testing the

t of the model to the data sample� and

�	 asses the statistical signi
cance of the model� de�
termine the probability that the data sample came
from a population described by the model	

Sampling Models

Ideally the samplingmodel is established as part of the
experimental design to be consistent with the analysis
of the data	 For our three experiments there are two
applicable sampling models� each of which is discussed
below	 Each model assumes that the population under
study has been randomly sampled through a series of
Bernoulli trials	

multinomial sampling

This is the sampling model used for the association
test	 The overall sample size n�� is determined in
advance	 Figure � shows the data used to test the
bigram oil industry for association	 The variable X
represents the presence or absence of oil in the 
rst
position of each bigram� and Y represents the presence
or absence of industry in the second position of each
bigram	 We 
x the total sample size n�� at ��������
prior to the experiment	

X

Y
industry �industry totals

oil n��� �� n��� ��� n��� ���
�oil n��� �� n��� ������ n��� ������

totals n������ n��������� n���������

Figure �� Test for Association

product multinomial sampling

This is the sampling model used for the bigram di�er�
ence test and the extended bigram di�erence test	 It

xes not only the sample size n�� but also the row
totals ni�	 This model is appropriate when two pop�
ulations are sampled and the size of the sample taken
from each population is 
xed in advance	
The data for the bigram di�erence test comparing

the bigrams oil industry and chemical industry is
shown in Figure �	 The row totals are both 
xed prior
to sampling at �������� which 
xes the sample size
at ���������	 In e�ect� two separate multinomial sam�
plings are performed	 The 
rst involves selecting and
examining �������� bigrams to see if they are oil in�
dustry or not	 The second inspects �������� bigrams
to see if they are chemical industry or not	



X

Y
yes no totals

oil industry �� ������ ������
chemical industry �� ������ ������

totals �� ������� �������

Figure �� Bigram Di�erence Test

Product multinomial sampling is also used in the
extended bigram di�erence test	 Figure  presents a
portion of the data used to study the di�erence be�
tween the words came and went based on the context
of the immediately preceding word	

X

Y
he it i � � � ibm in but totals

came � � � � � � � � � ���
went � � � � � � � � � ��
totals � � � � � � �  � ��

Figure � Extended Bigram Di�erence Test

Here� X denotes the second word in the bigram�
came or went� and Y denotes the word that pre�
cedes either came or went	 Again� two multinomial
samplings are performed	 The 
rst involves selecting
and examining ��� bigrams having came as the second
word	 The second involves the same for �� bigrams
having went as the second word	

Hypothesizing a Model
The population model used to study association be�
tween two words� where the two words are represented
by the binary variables X and Y � is the model for in�
dependence between X and Y �below� x and y denote
the values of X and Y � respectively��

P �x� y� � P �x�P �y� ���

If the model for independence 
ts the data well as
measured by its statistical signi
cance� then one can
infer from this data sample that these two words are
independent in the larger population	 The worse the

t� the more associated the words are judged to be	
Maximum likelihood estimates of the parameters of the
model for independence between two words are�

�P �xi� �
ni�

n��
�P �yj� �

n�j

n��
���

Substituting these estimates into equation �� we obtain
the the following estimates for the joint probability of
X and Y in the population�

�P �xi� yj� �
ni�

n��
� n�j

n��
��

The di�erence between two words as characterized
by the contexts that they occur in can be studied using

a model specifying homogeneity under product multi�
nomial sampling	 This model is appropriate if the data
sample has been generated via two multinomial sam�
plings	 The model for homogeneity speci
es that these
two samples come from populations that can be de�
scribed by the same model	 When this is true� the
populations are said to be homogeneous	 The model
for homogeneity can also be cast as a model for inde�
pendence �i	e	� equation �� by stating that the context
is the same for both words and therefore independent
of the word being studied	

Goodness of Fit Statistics
A goodness of 
t statistic is used to measure how
closely the events observed in a data sample correspond
to those that would be expected if the null hypothesis
were true	 Evaluating this correspondence is referred
to as measuring the 
t of the model	 In this section�
we discuss three metrics that have been used to mea�
sure the 
t of the models for association and di�erence�
the likelihood ratio statistic G�� Pearson�s X� statistic�
and the t�statistic	

power divergence family

This family of statistics was introduced in �Cressie �
Read ����� and includes the well known goodness of

t statistics X� and G�	 These statistics measure the
divergence of observed �nij� and expected �mij� sample
counts� where mij is calculated assuming that the null
hypothesis is correct	 From equation  the maximum
likelihood estimates for the expected counts are�

mij � �P �xi� yj� � n�� �
ni� n�j

n��
���

Using the above� G� and X� are calculated as�

G� � �
X
i�j

nij log
nij

mij

X� �
X
i�j

�nij �mij�
�

mij

���

When the hypothetical population model corre�
sponds to the actual population model� the distribu�
tions of both G� and X� converge to �� as the sam�
ple size grows large	 The �� distribution is an asymp�
totic approximation for the distributions ofG� and X�	
More precisely� X� and G� are approximately �� dis�
tributed when the following conditions regarding the
data sample hold �Read � Cressie ������

�	 the sample size is large�

�	 the number of cells in the contingency table is 
xed
and small relative to the sample size� and

	 the expected count under the hypothetical popula�
tion model for each cell is large	

A sample is considered large when it is several times
larger than the number of cells in the table	 While this
requirement is not a concern for �� � tables� it is for
the larger two dimensional tables used in the extended
bigram di�erence test	



When the data is sparse or skewed� the assumption
regarding the expected count for each cell makes the
asymptotic approximation unreliable	 It is well known
that G� and X� hold to a �� distribution when the
minimumof the expected cell counts under the null hy�
pothesis is 
ve	 An early summary of research leading
to that conclusion is found in �Cochran �����	 How�
ever� when some of the expected counts are less than

ve� the validity of the asymptotic approximation re�
mains an active point of research	 A summary of recent
work can be found in �Read � Cressie �����	 There
it is shown that when the individual cell counts in a
table are all approximately equal� the asymptotic ap�
proximation holds for expected counts as small as one	
Unfortunately� the counts in � � � tables representing
bigram data are almost always heavily skewed	 In the
test for association� n�� is usually a very small count
while n�� approaches the size of the sample	 In the bi�
gram di�erence test� the counts n�� and n�� are usually
small while n�� and n�� approach the marginal totals	
Failure to meet any of the three conditions described

above can mean that the actual distribution of these
goodness of 
t statistics is far from the �� approxima�
tion	 In that case� signi
cance values assigned based
on the �� approximation can be incorrect	 We present
an approach to assigning statistical signi
cance to a
goodness of 
t statistic that does not use the asymp�
totic approximation to the distribution of that statis�
tic	 Before describing this we discuss an approach to
evaluating the signi
cance of lexical relations using the
normal approximation to the t�statistic	

the t�statistic

The t�statistic is used in the t�test� a test to determine
how likely it is that either a single population mean �a
one�sample t�test� or the di�erence between two pop�
ulation means �a two�sample t�test� equates to a hy�
pothesized value	 In both tests� the t�statistic is the
di�erence between the observed value and the hypoth�
esized value scaled by the estimated variance	 These
two formulations of the t�test are utilized in �Church et
al� ����� to perform the test for association and the bi�
gram di�erence test	 In both formulations a 
rst�order
approximation is used to equate the variance of a series
of Bernoulli trials recording the presence or absence of
a single bigram with the observed relative frequency of
the bigram in those trials �i	e	� the sample mean�	
According to �Church et al� ������ lexical associa�

tion can be evaluated using a one�sample t�test where
the t�statistic compares the observed relative frequency
of a bigram to the expected relative frequency under
the model for independence	 The t�statistic measuring
the association of a bigram xi yj is formulated as�

t �
�P �xi� yj� � �P �xi� �P �yj�q

�P �xi�yj �
n��

�
n�� �m��p

n��
���

Signi
cance is assigned to the t�statistic using the t�
distribution� which converges to the standard normal
distribution as the sample size grows	 This approach to
assigning signi
cance is based on the assumption that
the sample means are normally distributed	 When this
assumption does not hold� the signi
cance assigned can
be incorrect	
As shown in �Church et al� ������ the bigram dif�

ference test can be evaluated using a two�sample t�test
where the t�statistic compares the relative frequencies
of two bigrams	 However� it can also be shown that
a two�sample t�test is identical to Pearson�s X� test�

when applied to a ��� contingency table �Fisher �����	
Thus� the two�sample t�test applied to � � � contin�
gency tables is appropriate only when the three condi�
tions described in the previous section are met	

Assessing Statistical Signi�cance
If the statistic used to evaluate model 
t has a known
distribution when the model is correct� that distribu�
tion can be used to assign statistical signi
cance	 The
statistical signi
cance of a model is the likelihood that
the data sample was randomly selected from a popula�
tion described by the model� it is equal to the likelihood
that the value calculated for that statistic came from
the distribution of statistic values that occurs when the
null hypothesis is true	 As discussed so far� this distri�
bution can be approximated when certain assumptions
hold	 The problem is that these assumptions are fre�
quently violated by the data found in NLP	
An alternative to using an asymptotic approxima�

tion to the distribution of a goodness of 
t test statis�
tic is to de
ne its exact distribution	 There are two
ways to de
ne the exact distribution of a test statis�
tic� ��� enumerate all elements of that distribution as
in Fisher�s Exact Test �Fisher ������ or ��� sample
from that distribution using a Monte Carlo sampling
scheme �Ripley �����	 The freely available software
package CoCo �Badsberg ����� implements the Monte
Carlo sampling scheme described in �Kreiner ����� and
summarized below�

�	 Generate a random sample of comparable tables
from the model being tested	 A comparable table
is one having the same marginal totals as the ob�
served table	 �Pate
eld ����� presents an algorithm
for I � J tables	

�	 Calculate the value of the test statistic for each of
the tables in the random sample	

	 The signi
cance value of the observed table is ap�
proximated by the number of random tables whose
test statistic values are greater than the test statis�
tic value of the observed table divided by the total
number of random tables	

�Pearson	s X� test is a signi�cance test in which the
X� statistic is used to measure model �t and the �� dis�
tribution is used to assign signi�cance as described in the
previous section�



The advantage of using the exact distribution of a
goodness of 
t test statistic �as opposed to the asymp�
totic approximation of the distribution of that statis�
tic� when assessing statistical signi
cance is that the
assessment is free of assumptions	 Therefore� it is ac�
curate for skewed and sparse data samples	

Experiments and Results
In these experiments we study the lexical relationships
described previously by comparing the signi
cance val�
ues computed using the normal approximation to the
distribution of the t�statistic� the �� approximation to
the distribution of both G� and X�� and the exact con�
ditional distribution of G� as de
ned by CoCo	
Our objective is to demonstrate that these tests as�

sign di�erent signi
cance values for the same data	
When this occurs� the assumptions required by cer�
tain of these tests are being violated	 In that case� the
signi
cance values assigned using the exact conditional
distribution of G� are more reliable because there are
no restrictions on the nature of the data required for
this test	

association test

The test for association was performed using a �	�
million word subset of the ACL�DCI Wall Street Jour�
nal corpus	 We study the associations formed by
the word industry by observing bigrams of the form
�word� industry� where �word� denotes a word
spelling form	
Figure � displays a subset of the bigrams found in

the corpus	 Shown are the signi
cance values assigned
by the various tests for association between the word
in column one and industry	 A signi
cance value of
	��� implies that this data shows no evidence of inde�
pendence� the likelihood of having randomly selected
this data sample from a population where these words
are independent is zero	 A signi
cance value of �	��
indicates that the data sample is exactly what would
be expected from a population where the words are
independent and there is no reason to doubt that this
sample was drawn from such a population	
In general� the data in Figure � con
rms the 
ndings

of �Dunning ����� based on a comparison to the exact
conditional test� the �� approximation to the distribu�
tion of G� is found to be more reliable than the normal
approximation to the distribution of the t�statistic and
the �� approximation to the distribution of Pearson�s
X�	 �Dunning ���� showed that when the minimum
of the expected values in a � � � table is one� then
G� holds more closely to �� than X�	 However� it is
frequently the case that the minimum expected value
is much less than one	 In this case� the validity of the
asymptotic approximation of G� is an open question
�Read � Cressie �����	 For example� in the case of the
bigram new industry the signi
cance values assigned
by each test are di�erent	 Such cases are indicative of
a failure to meet the requirements of the asymptotic

�word� exact G� � �� X� � �� t � N
or �	�� 	��� 	��� 	���
million �	�� 	��� 	��� 	���
new 	�� 	��� 	��� 	���
white 	��� 	�� 	��� 	���
power 	��� 	��� 	��� 	���
energy 	��� 	��� 	�� 	���
community 	��� 	��� 	��� 	���
this 	��� 	�� 	�� 	���
and 	��� 	��� 	��� 	���
recent 	��� 	��� 	�� 	���
aircraft 	��� 	��� 	��� 	��
farm 	��� 	��� 	��� 	���
surprised 	�� 	�� 	��� 	���
broadcast 	��� 	��� 	��� 	���
carpet 	��� 	��� 	��� 	���
glass 	��� 	��� 	��� 	��
dominant 	��� 	��� 	��� 	���
s�l 	��� 	��� 	��� 	���
in 	��� 	��� 	��� 	���
loan 	��� 	��� 	��� 	���
basic 	��� 	��� 	��� 	���
some 	��� 	��� 	��� 	���
petroleum 	��� 	��� 	��� 	���

Figure �� Test for association �word� industry

approximation and should be analyzed using the exact
conditional test	

di�erence in context

A ������� word subset of the ACL�DCI Wall Street
Journal corpus was used in both the bigram di�erence
test and the extended bigram di�erence test	

bigram di�erence test In this experiment bigrams
of the form �word� came and �word� went are
compared	 A subset of the bigrams found in the corpus
are shown in Figure 	 Here� a signi
cance of �	�� cor�
responds to a ���� probability that �word� came
and �word� went behave in a similar manner in the
larger population as judged from the counts in the
data sample	 In addition to the signi
cance values�
the frequency of �word� came is shown in column
n�� and the frequency of �word� went is shown in
column n��	 In this experiment the most noticeable
di�erences between the signi
cance values assigned by
the various tests occur when jn�� � n��j is equal to one	
The exact conditional test assigns a signi
cance of �	��
while the other tests assign lower values	 The assign�
ment of �	�� is reasonable since the distinction between
�word� came and �word� went is as small as pos�
sible	 When �word� is observed an odd number of
times it can not occur the same number of times with
came as it does with went	
Note that the signi
cance assigned by the asymp�

totic approximations to the t�statistic andX� are iden�



t � N

word n�� n�� exact G� � �� X� � ��

he � � �	�� �	�� �	��
we � � �	�� �	�� �	��
bonds � � �	�� �	�� �	��
it � � �	�� 	��� 	���
she  � �	�� 	��� 	���
i �  �	�� 	��� 	���
corp � � �	�� 	��� 	���
agents � � �	�� 	�� 	��
accident � � �	�� 	�� 	��
and �  	��� 	�� 	��
revenue  � 	��� 	�� 	��
approval � � 	��� 	��� 	���
ibm � � 	��� 	��� 	���
who �  	�� 	��� 	���
notice  � 	��� 	��� 	��
they � � 	��� 	��� 	���
what � � 	��� 	��� 	���
then � � 	��� 	��� 	���
action � � 	��� 	��� 	���
which � � 	��� 	��� 	���

Figure �� Bigram di�erence test
�word� came vs	 �word� went

tical	 This demonstrates the equivalence of Pearson�s
X� test and the bigram di�erence t�test	

extended bigram di�erence test This experiment
compares �word� came and �word� went where
�word� has as possible values any of the spelling
forms that precede came or went	 This data is rep�
resented in a � � �� contingency table� a portion of
which is shown in Figure 	 This table clearly violates
the assumption that the number of cells in the table
be less than the sample size	 In this case the sample
size is �� and the number of cells in the table is ���	
The signi
cance values assigned using the �� approx�

imation to the distributions of X� and G� are 	��� and
	���� respectively	 This di�erence is indicative of vio�
lations of the assumptions supporting the use of the ��

approximation	 The t�test was not included in this ex�
periment because its application to tables larger than
�� � is at best problematic	
The exact conditional test� as performed by CoCo�

assigns a signi
cance of 	���� to the extended bigram
di�erence test for came and went	 This value is reli�
able since it is arrived at without making any assump�
tions about the nature of the data being tested	

Conclusions
A number of standard signi
cance tests have been ap�
plied to the study of lexical relationships	 All of these
tests use asymptotic approximations to the distribu�
tion of the test statistic� and therefore are not appro�
priate for the sparse and skewed data typically found

in NLP	 In this paper� we have described a test that
can be used to accurately assess the signi
cance of a
population model from a sample of NLP data	 This
test� an exact conditional test� assigns signi
cance by
generating the exact distribution of the test statistic
using a Monte Carlo sampling scheme	 This test can
be performed using a freely available software package
called CoCo �Badsberg �����	
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