
On Relating Causal Theories to Other FormalismsNorman McCain and Hudson TurnerDepartment of Computer SciencesUniversity of Texas at AustinAustin, TX 78712{1188, USAfmccain,hudsong@cs.utexas.eduAbstractThis paper explores mathematical relationshipsbetween the \causal theories" formalism re-cently introduced by the authors and severalother (well-known) formalisms. More speci�-cally, it relates causal theories to default logicand autoepistemic logic, and describes trans-lations back and forth between causal theoriesand classical propositional logic. It also relatesaction representations in causal theories to twoprevious causality-based proposals, due to Linand to the authors.1 IntroductionApplications to reasoning about action have motivatedmuch of the work on nonmonotonic formalisms. This isparticularly true of the \causal theories" formalism dis-cussed in this paper. This mathematically simple sys-tem, based on causality, is introduced in a companionpaper [McCain and Turner, 1997] which emphasizes un-derlying motivations and applications to commonsenseknowledge about actions. By contrast, the current, com-plementary paper concentrates on mathematical issues.Much work has been done on establishing connectionsbetween di�erent logical formalisms, and di�erent ap-proaches to representing actions in those formalisms.The current paper continues this direction of research,relating causal theories to two well-known nonmonotonicformalisms | default logic and autoepistemic logic |and to classical propositional logic. It also relates therepresentation of commonsense knowledge about actionsin causal theories to two previous, closely related ap-proaches [Lin, 1995; McCain and Turner, 1995].The models of causal theories are interpretations, inthe sense of propositional logic. They assign a truthvalue to every atom, and in this sense they are \com-plete." In contrast, default logic and autoepistemiclogic are characterized by \models" that are, in gen-eral, roughly speaking, \incomplete." We will show thatcausal theories are mathematically equivalent to syntac-tically restricted subsets of default logic and autoepis-temic logic, in the special case when we consider only\models" that are consistent and \complete."

Causal theories can also be translated into classicalpropositional logic. In one translation, applicable to asyntactically restricted class of causal theories, the re-sulting classical propositional theories are of comparablesize. In another, more generally applicable, translation| obtained indirectly through a translation into second-order propositional logic | the resulting theories are ex-ponentially larger. (This translation assumes only thatthe signature of the language and the causal theory it-self are �nite.) Conversely, there is a simple translationof classical propositional theories into causal theories,in which the resulting causal theories are of compara-ble size. These complementary embeddings show thatthe two formalisms are equivalent (when we restrict ourconsideration to �nite signatures and theories).The approach to representing actions in causal the-ories described in the companion paper [McCain andTurner, 1997] is closely related to a proposal by Lin[1995] which is based on a similar form of causal knowl-edge. We establish a precise sense in which the two pro-posals agree on the possible results of performing an ac-tion in a given state. We consider this question alsoin regard to the proposal in [McCain and Turner, 1995],which is based on causal knowledge of a slightly di�erentform.2 Preliminary De�nitionsWe begin with a language of propositional logic, whichincludes the zero-ary logical connectives True and False.1A literal is an atom or its negation. We will identify eachinterpretation with the set of literals true in it.We write inference rules as expressions of the form� where � and  are formulas. We often �nd it convenientto identify a formula � with the inference ruleTrue� :Let R be a set of inference rules and � a set of formulas.We say � is closed under R if for all � 2 R, if � 2 �1True and :False are tautologies in which no atoms occur.



then  2 �. By Cn(R) we denote the least logicallyclosed set of formulas that is closed under R. Noticethat Cn(�) = f� : � j= �g: Notice also that the set offormulas true in an interpretation I is Cn(I).2.1 Default LogicDefault logic is due to Reiter [1980]. A default rule is anexpression of the form� : �1; : : : ; �n
where all of �; �1; : : : ; �n; 
 are formulas (n�0). Let r besuch a default rule. By pre(r) we denote �, by just(r) wedenote the set f �1; : : : ; �ng, and by cons(r) we denote 
.If pre(r) = True we often omit it, writing : �1; : : : ; �n
instead. Such rules are called prerequisite-free. If just(r)is empty, we often �nd it convenient to identify r withthe inference rule �
 .A default theory is a set of default rules. A defaulttheory is prerequisite-free if all of its rules are. Let D bea default theory and let E be a set of formulas. By DEwe denote the following set of inference rules.� pre(r)cons(r) : r 2 D and for all � 2 just(r) ; :� =2 E�We say E is an extension of D ifE = Cn(DE ) :We say E is complete if there is an interpretation I suchthat E = Cn(I). We will be particularly interested incomplete extensions of prerequisite-free default theories.2.2 Autoepistemic LogicAutoepistemic (AE) logic is due to Moore [1985]. Syn-tactically, it is a modal logic, with modal operator B.We can take AE structures to be pairs (I; S), where Iis an interpretation and S is a set of interpretations [Lif-schitz and Schwarz, 1993]. We de�ne the truth of a AEformula in a AE structure (I; S) as follows.(I; S) j= p i� p 2 I; p is an atom(I; S) j= :� i� (I; S) 6j= �(I; S) j= � ^  i� (I; S) j= � and (I; S) j=  (I; S) j= B� i� for all I0 2 S; (I0; S) j= �Let T be an autoepistemic theory. A set S of inter-pretations is an AE model of T ifS = f I : (I; S) j= T g :We say that S is complete if there is an interpretation Isuch that S = fIg. We will be particularly interested incomplete AE models of autoepistemic theories.3 Causal TheoriesWe begin with brief informal motivation. (For a moreadequate account of the intuitions underlying causal the-ories, please see the companion paper.)

Intuitively, a \causally possible" world history is onethat conforms to the true causal laws, i.e., one in whichevery fact that is caused (according to the true causallaws) obtains. We strengthen this idea by assuming theprinciple of universal causation, according to which ev-ery fact that obtains is caused.2 Thus, we can say thata causally possible world history is one in which exactlythe facts that obtain are caused.Now assume that D is a complete description of theconditions under which facts are caused. In this case,we can say that a causally possible world history is onein which the facts that obtain are exactly those that arecaused according to D. This is the key to understandingthe formal de�nitions that follow. Notice that we maketwo assumptions: the principle of universal causationand the completeness of D.3.1 SyntaxBy a causal law we mean an expression of the form� )  (1)where � and  are formulas of the underlying propo-sitional language. By the antecedent and consequentof (1), we mean the formulas � and  , respectively. Notethat (1) is not the material conditional � �  .The intended reading of (1) is: Necessarily, if � thenthe fact that  is caused. Often, but not always, we write(1) because we know something more, namely: The factthat � causes the fact that  . The term \causal law" issuggested by this practice.By a causal theory we mean a set of causal laws.3.2 SemanticsFor every causal theory D and interpretation I, letDI = f : for some �, � )  2 D and I j= � g :That is, DI is the set of consequents of all causal lawsin D whose antecedents are true in I. Intuitively then,DI entails exactly the formulas that are caused to betrue in I according to D.Main de�nition. Let D be a causal theory, and I bean interpretation. We say that I is causally explainedaccording to D if I is the unique model of DI.Intuitively, when D describes an action domain, thecausally explained interpretations according to D corre-spond to the causally possible world histories.We have the following alternative characterization. Aninterpretation I is causally explained according to D ifand only if for every formula �I j= � i� DI j= � :Thus, intuitively, I is causally explained according to Dif and only if the formulas that are true in I are exactly2This rather strong philosophical commitment is rewardedby mathematical simplicity in the main de�nition of causaltheories. Moreover, in applications it is easily relaxed. (Seethe companion paper.)



the formulas that are caused to be true in I accordingto D. Notice that this condition can also be written asCn(I) = Cn(DI ) :4 Causal Theories as Default TheoriesWe translate a causal theory D into a prerequisite-freedefault theory d(D) as follows.d(D) = � : � : � )  2 D�The following theorem shows that the causally explainedinterpretations according to causal theory D correspondto the complete extensions of default theory d(D).Theorem 4.1 An interpretation I is causally explainedaccording to a causal theory D if and only if Cn(I) is anextension of the default theory d(D).Proof. It is easy to verify that for any interpretation ICn �DI� = Cn�d(D)Cn (I)�which is su�cient to establish the theorem. 25 Causal Theories as AutoepistemicTheoriesWe translate a causal theory D into an autoepistemictheory ae(D) as follows.ae(D) = fB� �  : � )  2 D gThe following theorem shows that the causally explainedinterpretations according to causal theory D correspondto the complete AE models of AE theory ae(D).Theorem 5.1 An interpretation I is causally explainedaccording to a causal theory D if and only if fIg is anAE model of the autoepistemic theory ae(D).Proof. Notice that for any nonmodal formulas � and  (I 0; fIg) j= B� �  i� I 6j= � or I0 j=  :It follows that(I 0; fIg) j= ae(D) i� I 0 j= DI :So fIg = f I 0 : (I0; fIg) j= ae(D) g if and only if I is theunique model of DI . 26 Causal Theories as Classical TheoriesWe specify two translations of causal theories into theo-ries of classical propositional logic. The �rst translation,applicable to a syntactically restricted class of causal the-ories, is an elaboration of the Clark completion method[Clark, 1978]. The second, due to Vladimir Lifschitz[1997], is obtained indirectly by means of a translationinto second-order propositional logic. We also specifya translation of classical propositional logic into causaltheories.

6.1 Literal CompletionLet D be a causal theory in which (i) the consequentof every causal law is a literal, and (ii) every literal isthe consequent of �nitely many causal laws. By the lit-eral completion of D we mean the classical propositionaltheory obtained as follows: For each literal L in the lan-guage of D, include the formulaL � (�1 _ � � � _ �n)where �1; : : : ; �n are the antecedents of the causal lawswith consequent L. We call this formula the character-istic formula of L.Theorem 6.1 Let D be a causal theory that satis�esconditions (i) and (ii) above. The causally explained in-terpretations according to D are precisely the models ofits literal completion.Proof. Due to the �rst restriction on the form of D, weknow that I is causally explained according to D if andonly if I = DI . Assume I = DI . Then for every L 2 I� there is a causal law � ) L in D s.t. I j= �, and� there is no causal law � ) L in D s.t. I j= �.(We write L to denote the literal complementary to L.)It follows that for every L 2 I� I satis�es the characteristic formula of L, and� I satis�es the characteristic formula of L.Hence I is a model of the literal completion of D.Proof in the other direction is similar. 26.2 Via Second-Order Propositional LogicLet D be a �nite causal theory whose underlyinglanguage has a �nite signature fP1; : : : ; Png. Letfp1; : : : ; png be a corresponding set of propositional vari-ables. For each causal law � )  2 D, let c(� )  )stand for the formula of second-order propositional logicobtained by replacing ) by � and also replacing eachoccurrence of each atom Pi in  by the correspondingpropositional variable pi. The translation c(D) of causaltheoryD is the following sentence of second-order propo-sitional logic.8p1; : : : ; pn240@ ^�) 2Dc(� )  )1A � 0@ ^1�i�npi � Pi1A35Theorem 6.2 [Lifschitz, 1997] Let D be a �nite causaltheory whose underlying language has a �nite signature.The causally explained interpretations according to Dare precisely the models of the second-order propositionalsentence c(D).The propositional variables in the sentence c(D) canbe eliminated, at the cost of an exponential increase inlength, as follows. For each interpretation I, let p(D; I)be the sentence of propositional logic obtained from0@ ^�) 2Dc(� )  )1A � 0@ ^1�i�npi � Pi1A



by replacing each occurrence of each propositional vari-able pi by True if I j= Pi and by False otherwise.Corollary 6.2.1 Let D be a �nite causal theory whoseunderlying language has a �nite signature. The causallyexplained interpretations according to D are precisely themodels of the propositional sentenceÎ p(D; I) :Although the corollary follows from Theorem 6.2, thefollowing observations help explain independently why itholds. For any interpretation I, I j= p(D; I) i� I j= DI .Moreover, for any I 0 6= I, I j= p(D; I0) i� I 0 6j= DI .Hence I j= VI p(D; I) i� I is the unique model of DI .6.3 Classical Theories as Causal TheoriesThere is an extremely simple embedding of classicalpropositional theories in causal theories. (We omit theeasy proof.) Given a classical propositional theory �, letct(�) denote the following causal theory.fTrue ) � : � 2 � g [ fL ) L : L is a literalgTheorem 6.3 Let � be a classical propositional theory.The models of � are precisely the causally explained in-terpretations according to the causal theory ct(�).7 Comparisons with Previous CausalApproaches to Representing ActionsIn the representations of commonsense knowledge aboutactions proposed in [Lin, 1995] and [McCain and Turner,1995], the central di�culty is understood to be the de�ni-tion of \possible next states" | the states that can pos-sibly result from performing an action in a given state.The causal theories for representing actions described inthe companion paper [McCain and Turner, 1997] re
ecta somewhat di�erent view of things. But for the purposeof comparison, we focus here on the question of de�ningpossible next states.Also for the purpose of comparison, we present a sim-pli�ed account of Lin's proposal. Most notably, we sup-press the role of the situation calculus, and do not con-sider non-propositional 
uent and action symbols.Begin with a nonempty set of 
uent atoms. The 
u-ent language is the language of propositional logic whoseatoms are the 
uent atoms. A 
uent formula (literal) isa formula (literal) in the 
uent language. A state is aninterpretation of the 
uent language.3We will compare three de�nitions of possible nextstates, each based on the following three parameters.� An initial state S in which the action is performed.� An explicit e�ect E: a set of formulas caused to betrue as a direct e�ect of the action.43Intuitively, some interpretations may not correspond topossible states, but we ignore this complication.4We ignore the possibility that the explicit e�ect dependson the state in which an action is performed.

� Background knowledge C: a set of causal laws char-acterizing the causal relationships between 
uents.This comparison framework is modeled after the de�ni-tions in [McCain and Turner, 1995].7.1 Possible Next States: Causal TheoriesFor initial state S, explicit e�ect E, and backgroundknowledge C, let �1(S;E;C) be the set consisting of allstates that are causally explained by the causal theoryfL ) L : L 2 Sg [ fTrue ) � : � 2 Eg [ C :Notice that for any state S0 we havefL ) L : L 2 SgS0 = S \ S0 :Intuitively, S \ S0 consists of precisely the 
uent literalsthat persist when moving from S to S0. So this compo-nent of the causal theory says that whenever the truthof a 
uent literal persists, it is (\trivially") caused.Notice also that for any state S0fTrue ) � : � 2 EgS0 = E :So the second component of the causal theory simplysays that the explicit e�ect is caused.We see that S0 2 �1(S;E;C) if and only if S0 is theunique model of (S \ S0) [E [ CS0 . This condition canbe broken into two parts, as follows.Lemma 7.1 For any initial state S, explicit e�ect E,and background knowledge C, a state S0 belongsto �1(S;E;C) if and only if� S0 j= E [ CS0 and� S0 n S � Cn((S \ S0) [E [ CS0) :7.2 Possible Next States: Lin's ApproachWe describe a simpli�cation of the proposal from [Lin,1995] that is adequate for de�ning possible next states.We will employ circumscription on a �rst-order theoryin a many-sorted language with two sorts, 
uent andvalue. We construct this language on the basis of our(propositional) 
uent language. We need to assume thatthe 
uent language has a �nite signature fF1; : : : ; Fng.The 
uent atoms F1; : : : ; Fn serve, in the �rst-order lan-guage, as the object constants of sort 
uent . The objectconstants of sort value are > and ?. We include axiomsexpressing domain closure and unique names assump-tions for both sorts, as follows, where f is a variable ofsort 
uent and v is a variable of sort value.8f(f = F1 _ � � � _ f = Fn) (2)V1�i<j�n Fi 6= Fj (3)8v(v = > 6� v = ?) (4)The �rst-order language also includes two predicates |Holds and Caused | whose arities and sorts are clear inlight of the following two additional axioms, which say



that a 
uent is true whenever it is caused to be true, andfalse whenever it is caused to be false.8f(Caused(f;>) � Holds(f)) (5)8f(Caused(f;?) � :Holds(f)) (6)Given a 
uent formula �, Holds(�) stands for the for-mula obtained by replacing every occurrence of every 
u-ent atom F in � by Holds(F ). For every 
uent atom F ,Caused(F ) stands for Caused(F;>), and Caused(:F )stands for Caused(F;?).We need to assume that the explicit e�ect E is a �niteset of literals. We also need to assume that the back-ground knowledge C is �nite, and that the consequentsof all causal laws in C are literals. Let th(E;C) be the�rst-order theory obtained by adding to axioms (2){(6)the translations of E and C, speci�ed as follows.� Translate every 
uent literal L in E as Caused(L).� Translate every causal law � ) L in C asHolds(�) � Caused(L) :The complete translation th(S;E;C) is obtained by cir-cumscribing Caused, with Holds �xed, in th(E;C), andadding the appropriate frame axioms to the result, asfollows. For each 
uent atom F , if F 2 S, include theaxiom :Holds(F ) � Caused(F;?) (7)otherwise include the axiomHolds(F ) � Caused(F;>) : (8)Let �2(S;E;C) denote the set of all states S0 for whichthere is a modelM of th(S;E;C) such thatM j= L̂2S0 Holds(L) :Theorem 7.1 Assume that the 
uent language has a�nite signature. Given an initial state S, a �nite ex-plicit e�ect E consisting solely of literals, and �nite back-ground knowledge C such that all causal laws in C haveliteral consequents, �2(S;E;C) = �1(S;E;C) :Proof. Axioms (2){(4) guarantee that every model ofth(E;C) is isomorphic to a Herbrand model. Thereforewe can restrict our attention to Herbrand interpretationsand otherwise forget axioms (2){(4) in what follows.Given a state S0 and a set X of 
uent literals, letM (S0; X) denote the Herbrand interpretation that sat-is�es the following conditions, for all 
uent atoms F .� M (S0; X) j= Holds(F ) i� F 2 S0� M (S0; X) j= Caused(F;>) i� F 2 X� M (S0; X) j= Caused(F;?) i� :F 2 XEvery Herbrand interpretation can be expressed in thismanner. Notice that M (S0; X) satis�es axioms (5) and(6) i� X � S0. It is easy to verify that M (S0; X) satis-�es the translations of E and C i� E [ CS0 � X . Sincethe circumscriptive policy e�ectively minimizes X, for a�xed S0, it is clear from the previous observations that

every Herbrand model of th(S;E;C) can be written inthe form M (S0; E [ CS0), where S0 j= E [ CS0 . More-over, one easily checks that M (S0; E [CS0) satis�es theaxioms of forms (7) and (8) i� S0 n S � E [ CS0. Thus,by Lemma 7.1, we have established that M (S0; E[CS0)is a model of th(S;E;C) i� S0 2 �1(S;E;C). Finally,observe that M (S0; E [CS0) j= VL2S0 Holds(L). 27.3 Possible Next States: Inference RulesThe de�nition of possible next states from [McCain andTurner, 1995] uses a set R of inference rules | not aset C of causal laws | to represent background knowl-edge of the causal relations between 
uents. In thatpaper, S0 is a possible next state if and only ifCn(S0) = Cn((S \ S0) [E [R) :This is similar to the condition de�ning possible nextstates in Section 7.1, which can be written asCn(S0) = Cn((S \ S0) [E [ CS0) :Intuitively, an inference rule � in R expresses that inevery state in which � is caused to be true,  is caused tobe true. The corresponding causal law � )  expressessomething stronger | in every state in which � is true, is caused to be true.Let S be an initial state, and E an explicit e�ect. LetC be background knowledge (in the form of causal laws).Take R(C) = � � : � )  2 C �and let �3(S;E;C) be the set of states S0 such thatCn(S0) = Cn ((S \ S0) [E [R(C)) :We will say that E[C is strati�ed if there is a mappingfrom the set of 
uent atoms to the ordinals such that� for every formula � that belongs to E or is the con-sequent of a causal law in C, all atoms that occurin � are mapped to the same ordinal, and� for every causal law � )  in C, every atom thatoccurs in  is mapped to a greater ordinal thanevery atom that occurs in �.The following theorem shows that substituting infer-ence rules for causal laws in background knowledge canonly eliminate possible next states. Moreover, if the ex-plicit e�ect and background knowledge are strati�ed, thesubstitution does not change the possible next states.Theorem 7.2 For any initial state S, explicit e�ect E,and background knowledge C, �3(S;E;C) is a subsetof �1(S;E;C). Moreover, if E [ C is strati�ed, then�3(S;E;C) = �1(S;E;C).Due to space constraints, we do not present a proofof this theorem. We outline a proof for the �rst claim,as follows. Let X = Cn((S \ S0) [ E [ R(C)) and Y =Cn((S[S0)[E[CS0). Assume Cn(S0) = X. Show that



X is closed under CS0 . It follows that Y � X. Showthat Y is closed under R(C). It follows that X � Y . SoX = Y and thus Cn(S0) = Y . We describe the elementsof a proof for the second claim, as follows. Theorem 4.1shows that S0 belongs to �1(S;E;C) i� Cn(S0) is anextension of the default theory� : LL : L 2 S� [E [� : � : � )  2 C � :On the other hand, a theorem in [Przymusinski andTurner, 1997] shows that S0 belongs to �3(S;E;C) i�Cn(S0) is an extension of the default theory� : LL : L 2 S� [E [R(C) :The Splitting Sequence Theorem from [Turner, 1996] canbe used to show that these two default theories have thesame complete extensions when E [ C is strati�ed.Theorem 7.2 shows that several results establishedin [McCain and Turner, 1995] for �3(S;E;C) holdfor �1(S;E;C) as well. Thus, causal laws of theforms True )  and � ) False can be understood tocorrespond to \rami�cation constraints" and \quali�-cation constraints" (respectively) in the sense of Linand Reiter [1994]. In fact, given background knowl-edge C expressed as causal laws of the form True )  ,and the corresponding set B = f : True )  2 Cg ofstate constraints, the possible next states according to�1(S;E;C) are precisely those obtained using the stateconstraints B under Winslett's classic de�nition [1988].8 Concluding RemarksWe have established embeddings of causal theories in de-fault logic and autoepistemic logic. Thus, causal theoriescan be understood as a mathematically simple specializa-tion of these highly expressive nonmonotonic formalisms.We have also speci�ed translations back and forth be-tween causal theories and classical propositional logic.Thus, these formalisms are equivalent (assuming �nitesignatures and theories as in Theorem 6.2), althoughthe size explosion in the general translation of causaltheories into propositional logic supports the claim thatcausal theories provide a more convenient representationof causal knowledge of the kind that concerns us.These mathematical relationships show that computa-tional methods developed for these standard formalismsare applicable as well to causal theories.5 For instance,this means that under certain restrictions on the actiondomain | guaranteeing a complete speci�cation of theinitial state of the world accompanied by a complete ab-sence of nondeterminism | it is possible to do satis�a-bility planning, in the sense of Kautz and Selman [1992],on the basis of action descriptions in causal theories.We have demonstrated that action representationsin causal theories are closely related to two previous5One easily modi�es the translations to obtain only thecomplete extensions and AE models.
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