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Abstract. Strong equivalence is an important property for nonmonotonic formalisms, allowing safe local changes to a nonmonotonic theory. This paper considers strong equivalence for nonmonotonic causal theories of the kind introduced by McCain and Turner. Causal theories \( T_1 \) and \( T_2 \) are strongly equivalent if, for every causal theory \( T \), \( T_1 \cup T \) and \( T_2 \cup T \) are equivalent (that is, have the same causal models). The paper introduces a convenient characterization of this property in terms of so-called SE-models, much as was done previously for answer set programs and default theories. A similar result is provided for the nonmonotonic modal logic UCL. The paper also introduces a reduction from the problem of deciding strong equivalence of two causal theories to the problem of deciding equivalence of two sets of propositional formulas.

1 Introduction

Strong equivalence is an important property for nonmonotonic formalisms; it allows one to safely make local changes to a nonmonotonic theory (without having to consider the whole theory). The generic property can be defined thus: theories \( P \) and \( Q \) (in some nonmonotonic formalism) are strongly equivalent if, for every theory \( R \), theories \( P \cup R \) and \( Q \cup R \) are equivalent. Such \( P \) can be safely replaced with \( Q \), with no need to consider the context in which \( P \) occurs.

Lifschitz, Pearce and Valverde [13] introduced the notion of strong equivalence and used Heyting’s logic of here-and-there to characterize strong equivalence for logic programs with nested expressions [14] (and, more generally, for equilibrium logic [19]). A closely related characterization in terms of so-called SE-models was introduced in [24]. In that paper, a variant of SE-models was also used to characterize strong equivalence for default logic [21, 7]. In [25], SE-models were used to characterize strong equivalence for the weight constraint programs of Niemelä and Simons [18]. The current paper introduces another variant of SE-models to characterize strong equivalence for nonmonotonic causal theories.

Nonmonotonic causal theories were introduced by McCain and Turner in [17]. The current paper considers the extension of causal theories, introduced in [8], in which the atomic parts of formulas are equalities of a kind that may be found in constraint satisfaction problems. This is convenient when formulas are used to
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talk about states of a system. For instance, to describe the location of a person in an apartment, we can use equalities like

\[ \text{Loc} = \text{Kitchen}, \text{Loc} = \text{Living Room}, \text{Loc} = \text{Bathroom}, \text{Loc} = \text{Bedroom}. \]

The direct effect of walking to the kitchen can then be described simply by saying that there is a cause for the first of these atomic formulas to be true (from which it will follow that there is a cause for the others to be false). By comparison, in a strictly Boolean language, the relationship between these atomic formulas must be expressed by additional formulas; in a case like this, one must express, so to speak, not only the logical relationship between them (exactly one is true at each moment) but also the causal relationship.

An implementation of causal theories—the Causal Calculator (CCALC)\(^1\)—has been applied to several challenge problems in the theory of commonsense knowledge [12, 11, 1, 5], to wire-routing problems [6], and to formalization of multi-agent computational systems [2, 3]. Lee and Lifschitz [9] have shown how to use causal theories to represent “additive” fluents—fluents with numerical values that may be affected by concurrent actions whose interacting effects must be suitably (often additively) combined. In working out these various applications, our understanding of the causal theories formalism has begun to mature.

The mathematical results of the current paper contribute to this maturation process. In addition to providing a mathematically simple characterization of strong equivalence for causal theories, the paper describes an easy reduction of the problem of deciding strong equivalence of two causal theories to the problem of deciding equivalence of two comparably-sized sets formulas of propositional logic. This makes it straightforward to check strong equivalence of finite causal theories automatically, via standard satisfiability solvers.

The paper also includes a characterization of strong equivalence for the non-monotonic modal logic UCL [23], which can be understood as an extension of the causal theories formalism. One of the initial motivations for the introduction of UCL was to provide a more adequate semantic foundation for causal theories. UCL is obtained by imposing a simple fixpoint condition on standard S5 modal logic. Thus, standard S5 provides a basis in UCL for the kinds of replacement properties guaranteed by strong equivalence. That is, in UCL one can safely replace any subtheory with an S5-equivalent, without changing the set of causal models. What we will see is that the SE-models for UCL are actually a slight specialization of the S5-models. (So S5-equivalence implies strong equivalence, but the converse does not hold.)

We proceed as follows. Section 2 reviews the class of propositional formulas from which causal theories and UCL will be built. Section 3 reviews the syntax and semantics of causal theories. Section 4 introduces and discusses the SE-model characterization of strong equivalence for causal theories. Section 5 presents the reduction from strong equivalence of causal theories to equivalence of sets of propositional formulas. Section 6 introduces the syntax and semantics of UCL, and shows that causal theories are subsumed by UCL. Section 7 presents the

\(^1\) [http://www.cs.utexas.edu/users/tag/cc/](http://www.cs.utexas.edu/users/tag/cc/)
SE-model characterization of strong equivalence for UCL. Section 8 consists of concluding remarks.

2 Formulas

Following [8], the class of formulas defined here is similar to the class of propositional formulas, but a little bit more general; we will allow atomic parts of a formula to be equalities of the kind found in constraint satisfaction problems.

A (multi-valued propositional) signature is a set $\sigma$ of symbols called constants, along with a nonempty finite set $\text{Dom}(c)$ of symbols, disjoint from $\sigma$, assigned to each constant $c$. We call $\text{Dom}(c)$ the domain of $c$. An atom of a signature $\sigma$ is an expression of the form

$$c = v$$

("the value of $c$ is $v$") where $c \in \sigma$ and $v \in \text{Dom}(c)$. A formula over $\sigma$ is a propositional combination of atoms.

An interpretation of $\sigma$ is a function that maps every element of $\sigma$ to an element of its domain. An interpretation $I$ satisfies an atom $c = v$ if $I(c) = v$. The satisfaction relation is extended from atoms to arbitrary formulas according to the usual truth tables for the propositional connectives.

As usual, the symbol $\models$ denotes the satisfaction relation. An interpretation satisfies a set of formulas if it satisfies each formula in the set. An interpretation that satisfies a formula, or a set of formulas, is said to be one of its models. Formulas or sets of formulas are equivalent if they have the same models.

A Boolean constant is one whose domain is the set \{f, t\} of truth values. A Boolean signature is one whose constants are Boolean. If $c$ is a Boolean constant, we will sometimes write $c$ as shorthand for the atom $c = t$. Under this convention, when the syntax and semantics defined above are restricted to Boolean signatures and to formulas that do not contain $f$, they turn into the usual syntax and semantics of classical propositional formulas.

3 Causal Theories

3.1 Syntax

Begin with a multi-valued propositional signature $\sigma$. By a (causal) rule we mean an expression of the form

$$F \Leftarrow G$$

("$F$ is caused if $G$ is true") where $F$ and $G$ are formulas over $\sigma$, called the head and the body of the rule. A causal theory is a set of causal rules.

3.2 Semantics

For any causal theory $T$ and interpretation $I$ of its signature, let

$$T^I = \{ F : F \Leftarrow G \in T, I \models G \} .$$

We say that $I$ is a causal model of $T$ if $I$ is the unique model of $T^I$. 
3.3 Examples, Remarks, an Auxiliary Definition and Two Facts

The following example makes use of the convention that for a Boolean constant \( c \),
we can write \( c = t \) as shorthand for the atom \( c = t \).

**Example 1.** Let \( T \) be the causal theory over the Boolean signature \( \{ p, q \} \) whose
rules are

\[
\begin{align*}
p & \iff q \\
q & \iff q \\
\neg q & \iff \neg q
\end{align*}
\]

Of the four interpretations of this signature, only the interpretation \( I_1 \) that maps
both \( p \) and \( q \) to \( t \) is a causal model. Indeed, \( T^{I_1} = \{ p, q \} \), whose unique model is \( I_1 \). Let \( I_2 \) be such that \( I_2(p) = f \) and \( I_2(q) = t \). Then \( T^{I_2} = \{ p, q \} \), which is
not satisfied by \( I_2 \), which is therefore not a causal model of \( T \). Finally, if \( I \) maps
\( q \) to \( f \), then \( T^I = \{ \neg q \} \), which has two models. Consequently, such an \( I \) cannot
be a causal model of \( T \).

For technical convenience, we extend the definition of satisfaction to causal rules and thus to causal theories; to this end, \( I \models F \iff G \) if \( I \models G \supset F \).

In defining satisfaction of causal theories thus, we certainly do not mean to suggest
that the causal connective \( \iff \) can be identified with the material conditional \( \supset \). To the contrary, notice for instance that the latter two rules in
Example 1 are satisfied by every interpretation of the signature, and yet each describes a distinct condition under which a distinct state of affairs has a cause.

The following observation is easily verified.

**Fact 1** For any causal theory \( T \) and interpretation \( I \), \( I \models T \) iff \( I \models T^I \).

The following easy corollary can also be useful.

**Fact 2** For any causal theory \( T \) and interpretation \( I \), if \( I \) is a causal model of \( T \),
then \( I \models T \).

Next we consider an example that makes use of non-Boolean constants.

**Example 2.** Take \( \sigma = \{ a, b \} \) with \( Dom(a) = \{ 0, 1 \} \) and \( Dom(b) = \{ 0, 1, 2 \} \). Let

\[
T = \left\{ \begin{array}{l}
a = 0 \not\iff b = 0 \iff \top \\
a = 1 \iff a = 1 \\
\neg b = 1 \iff b = 2 \\
\bot \iff a = 0 \land b = 1
\end{array} \right\}.
\]

For each \( j \in \{ 0, 1 \} \) and \( k \in \{ 0, 1, 2 \} \), let \( I_{jk} \) be the interpretation of \( \sigma \) such that
\( I_{jk}(a) = j \) and \( I_{jk}(b) = k \). Notice that \( I_{00} \not\models a = 0 \not\iff b = 0 \iff \top \), so \( I_{00} \not\models T \), and we can conclude by Fact 2 that \( I_{00} \) is not a causal model of \( T \). For the same rea-
son, \( I_{11} \) and \( I_{12} \) are not causal models of \( T \). And since \( I_{01} \not\models \bot \iff a = 0 \land b = 1 \),
Fact 2 also shows that $I_{01}$ is not a causal model of $T$. For the remaining interpretations, we have

$$T^{I_{02}} = \{ a=0 \neq b=0, \neg b=1 \} ,$$
$$T^{I_{10}} = \{ a=0 \neq b=0, a=1 \} .$$

$T^{I_{02}}$ has two models (namely, $I_{02}$ and $I_{10}$), so $I_{02}$ is not a causal model of $T$. The unique model of $T^{I_{10}}$ is $I_{10}$, so $I_{10}$ is a causal model of $T$.

The definition of causal models reflects the following intuitions (with respect to those features of worlds that are described by the constants in the signature of causal theory $T$).

- For each interpretation $I$, $T^I$ is a description of exactly what is caused in worlds like $I$.
- The “causally explained” worlds are those in which (i) everything that is caused obtains and, moreover, (ii) everything that obtains is caused.

Accordingly, $I$ is a causal model of $T$ iff $I \models T^I$ and, so to speak, everything about $I$ has a cause according to $T$ (that is, no interpretation different from $I$ satisfies $T^I$). Requirement (i) is not surprising. Requirement (ii) is more interesting, and since it is the key to the mathematically simple fixpoint definition, we go so far as to name it “the principle of universal causation.” In practice, it is often accomodated in part by writing rules of the form

$$F \iff F$$

which can be understood to stipulate that $F$ has a cause whenever $F$ is the case.

Similarly, in applications of causal theories to reasoning about action, the commonsense law of inertia is most typically expressed by rules of the form

$$t+1 : c = v \iff t+1 : c = v \land t : c = v$$

which can be understood to stipulate that if $c$ has value $v$ at time $t$ and keeps that value at time $t+1$ then there is a cause for $c=v$ at time $t+1$. (Intuitively, the cause is inertia.) As explored elsewhere, such rules provide a robust solution to the frame problem in the context of causal theories.

For further discussion, see [17, 23, 8]. Additional examples can also be found in the application papers cited in the introduction.

4 Strong Equivalence for Causal Theories

Causal theories $T_1$ and $T_2$ are equivalent if they have the same causal models.

Causal theories $T_1$ and $T_2$ are strongly equivalent if, for every causal theory $T$, $T_1 \cup T$ and $T_2 \cup T$ are equivalent.

An SE-structure for causal theories over signature $\sigma$ is simply a pair of interpretations of $\sigma$. An SE-structure $(I, J)$ is an SE-model of causal theory $T$ if $J \models T$ and $I \models T^J$. 
Theorem 1. Causal theories are strongly equivalent iff they have the same SE-models.

Hence, strongly equivalent causal theories not only have the same satisfying interpretations but also agree on what is caused with respect to each of them. It is clear that strong equivalence is maintained under substitution of equivalent formulas in heads and bodies of rules. What is more interesting is determining when one set of rules can be safely replaced with another.

The following result appears as Proposition 4 in [8].

Fact 3 (i) Replacing a rule

\[ F \land G \iff H \]

in a causal theory by the rules

\[ F \iff H, \ G \iff H \]

does not affect its causal models. (ii) Replacing a rule

\[ F \iff G \lor H \]

in a causal theory by the rules

\[ F \iff G, \ F \iff H \]

does not affect its causal models.

These are essentially claims about strong equivalence, and they are easily checked using Theorem 1. For instance, to check part (i), consider any SE-structure \((I, J)\). Notice first that \(J \models F \land G \iff H\) iff \(J \models F \iff H\) and \(J \models G \iff H\). Then notice that \(I \models F \land G\) iff \(I \models F\) and \(I \models G\).

The following result shows that replacement of a formula \(F\) by a formula \(G\) is safe in the presence of the rule \(F \equiv G \iff \top\).

Proposition 1. Let \(T_1\) and \(T_2\) be causal theories, with \(T_2\) obtained from \(T_1\) by replacing any number of occurrences of formula \(F\) by formula \(G\). Let

\[ E = \{ F \equiv G \iff \top \} . \]

Then \(T_1 \cup E\) and \(T_2 \cup E\) are strongly equivalent.

This proposition follows easily from Theorem 1, given that the replacement property holds for formulas.\(^2\)

The choice of the rule \(F \equiv G \iff \top\) in the statement of Proposition 1 is optimal in the sense that adding it to \(T_1\) “eliminates” all and only those SE-models \((I, J)\) of \(T_1\) for which either \(I \not\models F \equiv G\) or \(J \not\models F \equiv G\).

Before presenting the proof of Theorem 1, we consider one more example of its use.

To this end, let us agree to call a causal theory conjunctive if the head of each of its rules is a conjunction (possibly empty) of atoms.

\(^2\) That is, if \(F_1\) and \(F_2\) are formulas, with \(F_2\) obtained from \(F_1\) by replacing any number of occurrences of formula \(F\) by formula \(G\), and \(I \models F \equiv G\), and \(I \not\models F \equiv G\), then \(I \not\models F_1 \equiv F_2\).
Proposition 2. Let $c_1 = v_1$ and $c_2 = v_2$ be distinct atoms that can be jointly falsified. (Constants $c_1$ and $c_2$ need not be distinct.) The causal theory

\[
\{ c_1 = v_1 \lor c_2 = v_2 \iff \top \}
\]

is not strongly equivalent to any conjunctive causal theory.³

Proof. Let $T$ be the causal theory above, and suppose that $T_c$ is a strongly equivalent conjunctive causal theory. (We will derive a contradiction.) Take interpretations $I$ and $J$ such that $I$ satisfies only the first of the atoms in $T$ and $J$ satisfies only the second. (This is possible since the atoms are distinct and each can be falsified.) Both $(I, J)$ and $(J, J)$ are SE-models of $T$. By Theorem 1, $(I, J)$ and $(J, J)$ are SE-models of $T_c$. Hence, $I \models T^J_c$ and $J \models T^J_c$. Since each element of $T^J_c$ is a conjunction of atoms, we can conclude that $c_1$ does not appear in $T^J_c$; indeed, any atom involving constant $c_1$ would be falsified by either $I$ or $J$, since they were chosen to disagree on $c_1$. Similarly, $c_2$ cannot appear in $T^J_c$. And since there are no more constants in the signature, and $T^J_c$ is a satisfiable set of conjunctions of atoms, we conclude that $T^J_c = \emptyset$. Let $I_0$ be an interpretation that falsifies both $c_1 = v_1$ and $c_2 = v_2$. (By assumption they are jointly falsifiable.) Then $(I_0, J)$ is an SE-model of $T_c$ but not of $T$, which by Theorem 1 yields the contradiction we seek. $\square$

Now let us consider the proof of Theorem 1, which is quite similar to the proofs of the corresponding strong equivalence theorems from [24, 25] for logic programs with nested expressions, default theories, and weight constraint programs.

The following lemma is easily verified.

Lemma 1. Causal theories with the same SE-models have the same causal models.

Proof (of Theorem 1). Assume that causal theories $T_1$ and $T_2$ have the same SE-models. We need to show that they are strongly equivalent. So consider an arbitrary causal theory $T$. We need to show that $T_1 \cup T$ and $T_2 \cup T$ have the same causal models. Since $T_1$ and $T_2$ have the same SE-models, so do $T_1 \cup T$ and $T_2 \cup T$, and it follows by Lemma 1 that $T_1 \cup T$ and $T_2 \cup T$ also have the same causal models.

Now assume that $T_1$ and $T_2$ have different SE-models. Without loss of generality, assume that $(I, J)$ is an SE-model of $T_1$ and not of $T_2$. We need to show that $T_1$ and $T_2$ are not strongly equivalent. Consider two cases.

Case 1: $J \not\models T_2$. Take

\[
T = \{ c = v \iff \top : J(c) = v \}.
\]

Because $(I, J)$ is an SE-model of $T_1$, $J \models T_1$, and by Fact 1, $J \models T^J_1$. Meanwhile, it is clear that $J$ is the unique model of $T^J$. Consequently, $J$ is the unique model

³ A similar result for logic programs appears in [25].
of $T^J_2 \cup T^J = (T_1 \cup T)^J$. That is, $J$ is a causal model of $T_1 \cup T$. On the other hand, since $J \not\models T_2$, $J \not\models T_2 \cup T$, and it follows by Fact 2 that $J$ is not a causal model of $T_2 \cup T$. Hence, in this case, $T_1$ and $T_2$ are not strongly equivalent.

Case 2: $J \models T_2$. It follows that $I \not\models T^J_2$, since $(I, J)$ is not an SE-model of $T_2$. On the other hand, it follows by Fact 1 that $J \models T^J_2$. We may conclude that $I \not= J$. Take

$$T = \{ -c_1 = v_1 \lor c_2 = v_2 \iff \top : I(c_1) = v_1, J(c_2) = v_2 \}.$$ 

Notice that the only models of $T^J$ are $I$ and $J$. Since $I \not\models T^J_2$ while $J \models T^J_2$, we may conclude that $J$ is the unique model of $T^J_2 \cup T^J = (T_2 \cup T)^J$. That is, $J$ is a causal model of $T_2 \cup T$. On the other hand, since $(I, J)$ is an SE model of $T_1$, $I \models T^J_1$. We may conclude that $I \models T^J_1 \cup T^J = (T_1 \cup T)^J$, and since $I \not= J$, it follows that $J$ is not a causal model of $T_1 \cup T$. Hence, in this case too, $T_1$ and $T_2$ are not strongly equivalent.

5 Strong Equivalence of Causal Theories as Equivalence of Sets of Propositional Formulas

As we will show, strong equivalence of two causal theories can be determined by checking the equivalence of two corresponding, comparably-sized sets of propositional formulas. Consequently, if the causal theories are finite, we can decide strong equivalence by deciding the unsatisfiability of a corresponding propositional formula. Of course this can in turn be decided by a standard satisfiability solver, once we reduce the multi-valued propositional formula to a Boolean propositional formula (which is straightforward).

The idea of the encoding is first to make a “copy” of the signature, since we are interested in SE-structures, which are pairs of interpretations.

For any signature $\sigma$, let signature $\sigma' = \{ c' : c \in \sigma \}$, where $c'$ is unique for each $c \in \sigma$, and $\sigma'$ is disjoint from $\sigma$, with $Dom(c') = Dom(c)$ for each $c \in \sigma$. For any interpretation $I$ of $\sigma$, let $I'$ be the interpretation of $\sigma'$ such that $I'(c') = I(c)$ for all $c \in \sigma$.

Thus, the SE-structures for signature $\sigma$ are in one-to-one correspondence with the interpretations of $\sigma' \cup \sigma$, each of which can be represented in the form $I' \cup J$ for some SE-structure $(I, J)$.

Of course there is no problem encoding the first SE-model condition, $J \models T$, and all that is needed for the second condition, $I \models T^J$, is to make a “copy” of the head of each rule as in the following.

For any causal theory $T$ over signature $\sigma$,

$$se(T) = \{ G \supset F \land F' : F \iff G \in T \}$$

where $F'$ is the formula obtained from $F$ by replacing each occurrence of each constant $c \in \sigma$ with the corresponding constant $c' \in \sigma'$. So $se(T)$ is a set of formulas over $\sigma' \cup \sigma$. 

Lemma 2. For any causal theory $T$, an SE-structure $(I, J)$ is an SE-model of $T$ iff $I' \cup J \models se(T)$.

Proof. Observe that the following two conditions are equivalent.

- $J \models F \iff G$, and
  - if $J \models G$ then $I \models F$.
- $I' \cup J \models G \supset F \land F'$.

Consequently, $J \models T$ and $I \models T^J$ iff $I' \cup J \models se(T)$. □

Theorem 2. Causal theories $T_1$ and $T_2$ are strongly equivalent iff $se(T_1)$ and $se(T_2)$ are equivalent.

Proof. Follows easily from Lemma 2, given that the mapping $(I, J) \mapsto I' \cup J$ is a bijection from the set of SE-structures for $\sigma$—the signature of $T_1$ and $T_2$—to the set of interpretations of $\sigma' \cup \sigma$—the signature of $se(T_1)$ and $se(T_2)$. □

Notice that if $T$ is finite, so is $se(T)$. Abusing notation slightly, let us understand $se(T)$ to stand for the conjunction of its elements in the case that $T$ is finite. Then we have the following corollary to Theorem 2.

Corollary 1. Finite causal theories $T_1$ and $T_2$ are strongly equivalent iff the formula $se(T_1) \not\equiv se(T_2)$ is unsatisfiable.

All that remains in order to automate the decision process is to reduce the formula $se(T_1) \not\equiv se(T_2)$ to a corresponding Boolean propositional formula, which is straightforward. (See Appendix A in [8], for instance.)

The encoding above closely resembles previous encodings [20, 15] for reducing strong equivalence of logic programs to equivalence in classical propositional logic. It is also related to the reduction in [25] of strong equivalence of two weight constraint programs to inconsistency of a single corresponding weight constraint program.

6 UCL

UCL is a modal nonmonotonic logic obtained from standard S5 modal logic by imposing a simple fixpoint condition that reflects the “principle of universal causation” (discussed in Sect. 3 in connection with causal theories). In [23], UCL was defined not only in the (Boolean) propositional case, but also for nonpropositional languages that include first and second-order quantifiers. In the current paper, we consider a different extension of (Boolean) propositional UCL, built from the multi-valued propositional formulas defined in Sect. 2.

The fundamental distinction in UCL—between propositions that have a cause and propositions that (merely) obtain—is expressed by means of the modal operator $C$, read as “caused.” For example, one can write

$$G \supset CF$$

(1)

to say that $F$ is caused whenever $G$ obtains. If we assume that $F$ and $G$ are formulas of the kind defined in Sect. 2, then formula (1) corresponds to the causal rule $F \iff G$. This claim is made precise in Theorem 3 below.
6.1 Syntax

UCL formulas are obtained by extending the (implicit) recursive definition of formulas from Sect. 2 with an additional case for the modal operator $C$, in the usual way for modal logic:

- If $F$ is a UCL formula, then so is $CF$.

A UCL theory is a set of UCL formulas.

6.2 Semantics

An $S5$-structure is a pair $(I, S)$ such that $I$ is an interpretation and $S$ is a set of interpretations (all of the same signature) to which $I$ belongs. Satisfaction of a UCL formula by an $S5$-structure is defined by the standard recursions over the propositional connectives, plus the following two conditions:

- if $p$ is an atom, $(I, S) \models p$ iff $I \models p$,
- $(I, S) \models CF$ iff, for all $J \in S$, $(J, S) \models F$.

We call the $S5$-structures that satisfy a UCL formula its $S5$-models. UCL formulas are $S5$-equivalent if they have the same $S5$-models. We extend these notions to UCL theories (that is, sets of UCL formulas) in the usual way.

For a UCL theory $T$, if $(I, S) \models T$, we say that $(I, S)$ is an $I$-model of $T$, thus emphasizing the distinguished interpretation $I$.

We say that $I$ is causal model of $T$ if $(I, \{I\})$ is the unique $I$-model of $T$.

6.3 UCL Subsumes Causal Theories

**Theorem 3.** For any causal theory $T$, the causal models of $T$ are precisely the causal models of the corresponding UCL theory

$$\{ G \supset F : F \iff G \in T \} .$$

The proof presented here is essentially the same as the proof given in [23] for the (Boolean) propositional case, despite the fact that the current paper uses a different, more general definition of a propositional formula.

We begin the proof with a lemma that follows easily from the definitions.

**Lemma 3.** For every causal rule $F \iff G$ and S5-structure $(I, S)$, the following two conditions are equivalent.

- $(I, S) \models G \supset CF$.
- If $I \models G$, then, for all $J \in S$, $J \models F$.

**Proof (of Theorem 3).** Let $T'$ be the UCL theory corresponding to causal theory $T$.

Assume that $I$ is the unique model of $T'$. By Lemma 3, $(I, \{I\}) \models T'$. Let $S$ be a superset of $\{I\}$ such that $(I, S) \models T'$. By Lemma 3, for all $J \in S$, $J \models T'$. It follows that $S = \{I\}$, so $(I, \{I\})$ is the unique $I$-model of $T'$. 
Assume that \((I, \{I\})\) is the unique \(I\)-model of \(T^I\). By Lemma 3, \(I \models T^I\). Assume that \(J \models T^I\). By Lemma 3, \((I, \{I, J\}) \models T\). It follows that \(I = J\), so \(I\) is the unique model of \(T^I\).

A similar result in [23] shows that UCL with first and second-order quantification subsumes the nonpropositional causal theories of [10], which in turn subsume the (Boolean) propositional causal theories of [17].

As mentioned previously, one of the original motivations for UCL was to provide a more adequate related semantic foundation for causal theories. Another was to unify two closely related approaches to action representation, one based on causal theories and the other based essentially on default logic [16, 22]. See [23] for more on UCL, including its close relationship to disjunctive default logic [7] (an extension of Reiter’s default logic).

7 Strong Equivalence for UCL

It is clear that S5-equivalence implies strong equivalence for UCL theories, but the converse does not hold. For example, let \(T = \{\neg C, \neg C - p\}\). No superset of \(T\) has a causal model, so all supersets of \(T\) are strongly equivalent, yet \(T\) is not S5-equivalent to \(T \cup \{p\}\), for instance.

To capture strong equivalence, we slightly strengthen the notion of S5-model. An S5-model \((I, S)\) of UCL theory \(T\) is an SE-model of \(T\) if \((I, \{I\}) \models T\).

That is, \((I, S)\) is an SE-model iff both \((I, \{I\})\) and \((I, S)\) are S5-models. Notice, for instance, that the example UCL theory \(T\) above has no SE-models, which is consistent with the observation that no superset of \(T\) has a causal model.

**Theorem 4.** UCL theories are strongly equivalent iff they have the same SE-models.

The proof of this theorem is similar to the proofs of SE-model characterizations of strong equivalence for other nonmonotonic formalisms. In particular, it is very much like the earlier proof of Theorem 1 (for causal theories), and so is given a sketchier presentation.

We begin with the usual easily verified lemma.

**Lemma 4.** UCL theories with the same SE-models have the same causal models.

**Proof (of Theorem 4).** The right-to-left direction is just as in the proof of Theorem 1, except that now we are interested in UCL theories (instead of causal theories) and we use Lemma 4 (instead of Lemma 1).

For the other direction, assume without loss of generality that \((I, S)\) is an SE-model of \(T_1\) but not of \(T_2\).

**Case 1:** \((I, \{I\}) \not\models T_2\). Take

\[ T = \{ Cc = v : I(c) = v \} \]

and the rest is easy. (See the corresponding case in the proof of Theorem 1).
Case 2: \((I, \{I\}) \models T_2\). So \((I, S) \not\models T_2\), and thus \(S \neq \{I\}\). Take \[ T = \{ F \supset C = v : F \in T_2, (I, S) \not\models F, (I(c) = v) \}. \]

Notice first that \((I, S) \models T_1 \cup T\), and since \(S \neq \{I\}\), \(I\) is not a causal model of \(T_1 \cup T\). Notice next that \((I, \{I\}) \models T_2 \cup T\). Assume that \((I, S') \models T_2 \cup T\).

Since \((I, S) \not\models T_2\) and \((I, S') \models T_2\), there is an \(F \in T_2\) such that \((I, S) \not\models F\) and \((I, S') \models F\). And since \((I, S') \models T\), we may conclude that \(S' = \{I\}\). So \(I\) is a causal model of \(T_2 \cup T\). 

\[\]

8 Concluding Remarks

This paper introduces mathematically simple characterizations of strong equivalence for causal theories and for the nonmonotonic modal logic UCL. (It also shows that even when multi-valued propositional atoms are incorporated, UCL subsumes causal theories, as expected.)

One of the original motivations for UCL was to provide a more adequate semantic foundation for causal theories, thus securing replacement properties like those guaranteed by strong equivalence. The results of this paper imply that, from this point of view, (propositional) UCL was quite successful. Indeed, from Lemma 3 it follows that causal theories have the same SE-models iff the corresponding UCL theories have the same S5-models. (To see this, let \(T'\) be the UCL theory corresponding to causal theory \(T\), and use Lemma 3 to verify that \((J, S) \models T'\) iff, for all \(I \in S\), \((I, J)\) is an SE-model of \(T_1\).) Consequently, S5 modal logic, on which the fixpoint semantics of UCL is based, is perfectly adequate for characterizing strong equivalence of causal theories. \(^4\)

At any rate, it is nice to have the simpler SE-models used to characterize strong equivalence of causal theories in Theorem 1. Moreover, they lead naturally to the result of Theorem 2, which reduces strong equivalence of causal theories to a question of equivalence of comparably-sized sets of propositional formulas.
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\(^4\) Bochman \cite{4} independently establishes this fact (along with many others), expressed rather differently (in terms of smallest sets of rules closed under an inference system).


