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INTRODUCTION TO PART 3

The problem considered in the last part of this thesis was suggested in a conversation with Ted Cohn. When recordings are made in the retinal ganglion of cats whose eyes have been dark- or light-adapted seemingly random impulses are observed which may be considered as noise. Barlow and Levick (1969) have used the statistical properties of this noise to determine objective thresholds of visual perception. They look at the distribution of impulse numbers in fixed intervals and assume normality. They consider the threshold to be 2.38 standard deviations above the mean.

Since an animal is interested in a change of illumination at any time, not just during a fixed interval, I have considered the distribution of the maximum number of impulses in an interval of fixed length but which moves in time. I have assumed that noise is Poisson (Barlow and Levick found that this isn't true). My conclusion is that asymptotically the distribution of the maximum is the same as the distribution of one plus the maximum of $[\lambda T]$ independent and identically distributed Poisson variables with parameter $\lambda$, where $\lambda$ is the intensity of the Poisson noise. Here $T$ is the time during which my detector is operating. This result is a
precise version (asymptotically) of what Naus (1963) refers to as the Berg-Mack approximation (which was asserted only for $\lambda < 1$) which arises in a similar problem.

This other problem, considered by Naus in his thesis (1963) and by Silberstein (1945), Berg (1945) and Mack (1948) is to determine the probability of observing in an interval of length $p$ at least $n$ points out of $N$ points distributed randomly on $(0, 1)$.

In his thesis Naus conjectures that for fixed $Np$ as $p \to 0$ the average size of the maximum cluster gets very large and perhaps becomes infinite. That it does in fact become infinite is easy to see from my result.

Newell (1962) considers a problem equivalent to mine, namely the "distribution for the smallest distance between any pair of $k$th nearest neighbor random points on a line." His approach is more general than mine since he considers general renewal processes while I confine myself to the Poisson process.

The main area for application of this idea is that already outlined by Naus, namely testing for clustering.

I conjecture that for points distributed randomly with intensity $\lambda$ in an $n$-dimensional cube
with volume $V$ the distribution of the maximum number of points in any unit cube with the same orientation as the larger cube is asymptotically equivalent to that of $n$ plus the maximum of $\left\lfloor \lambda^{nV} \right\rfloor$ independent Poisson random variables with parameter $\lambda$.

One further point is not explicitly considered in the thesis. A generalization of the ballot theorem to three candidates is easy to obtain using the method used in proving the sublemma to Lemma 2 in this final part.
PART 3: A THEOREM ON THE LIMITING BEHAVIOR OF THE MAXIMUM OF A POISSON PROCESS

Definition: For \( \lambda > 0, t > 0 \) let \( N_\lambda(t) \) be the number of counts in a Poisson process during time \((0, t]\). That is, \( N_\lambda(t + \omega) - N_\lambda(t) \) has poisson distribution with parameter \( \omega \lambda \) for \( \omega > 0 \) and the numbers of counts over disjoint intervals are independent.

Definition: \( Y_{\lambda, \omega}(t) = N_\lambda(t) - N_\lambda(t - \omega), t \geq \omega \).

Definition: \( Z_{\lambda, \omega}(T) = \max_{t \in [\omega, T]} Y_{\lambda, \omega}(t) \).

Notation: \( Y_{\lambda}(t) = Y_{\lambda, 1}(t) \) and \( Z_{\lambda}(T) = Z_{\lambda, 1}(T) \).

Definition: Let \( U_i(\lambda) \) be i.i.d. \( P(\lambda) \), \( i = 1, 2, \ldots \)

That is, \( P(U_i(\lambda) = k) = \frac{e^{-\lambda} \lambda^k}{k!} \).

Definition: \( V_{\lambda}(T) = \max_{i=1, 2, \ldots} [T] U_i(\lambda) \).

Definition: \( p_{k, \lambda}(T) = P(Z_{\lambda}(T) = k) \).

Definition: \( q_{k, \lambda}(T) = P(V_{\lambda}(\lambda T) + 1 = k) \).

Theorem: \[
\sum_{k=0}^{\infty} \left| p_{k, \lambda}(T) - q_{k, \lambda}(T) \right| \xrightarrow{T \to \infty} 0.
\]

To prove this theorem I will use three lemmas.

Lemma 1: \( p_{k, \lambda}(2) \sim \frac{e^{-\lambda} \lambda^k}{(k-1)!} \).

That is, \( \frac{p_{k, \lambda}(2)}{e^{-\lambda} \lambda^k} \xrightarrow{k \to \infty} 1 \).
Lemma 2: Let $A^n_i = \left( \max_{t \in (i, i+1]} Y^{(n)}_{\lambda}(t) \geq n \right)$. For any natural number $i$: \[
 \frac{P(A^n_{i+1})}{P(A^n_i)} \to 0 \quad \text{as} \quad n \to \infty .
\]

Lemma 3: If

1. $A^k_1, A^k_2, \ldots, A^k_n$ are events such that event $A^k_i$ is independent of any set of events not involving $A^k_{i-1}, A^k_i, A^k_{i+1}$ for all $i = 1, 2, \ldots, n$.
2. $P(A^k_1) = P(A^k_2) = \ldots = P(A^k_n) = \beta^k$.
3. $P(A^k_i | A^k_{i-1}, A^k_{i+1}) = \alpha^k_i \beta^k$ for all $i = 1, 2, \ldots, n-1$.

then

\[
|P\left( \bigcup_{i=1}^{n} A^k_i \right) - (1 - (1 - P(A^k_1))^n) | \leq e^{\beta^k n} \left( \exp\left( \frac{\alpha^k_i + \beta^k}{1 - \beta^k} \right) - 1 \right)
\]

where $\alpha^k_i = \max(\alpha^k, \beta^k)$.

Proof of Lemma 1: I will find an expression for $p^k, \lambda(2) = P(\max_{t \in [1, 2]} Y^{(2)}_{\lambda}(t) = k)$ and look at what happens to it as $k$ becomes large. To find $p^k, \lambda(2)$ I will condition successively on $Y^{(2)}_{\lambda, 2}(2)$ and the pair $(Y^{(2)}_{\lambda, 1}, Y^{(2)}_{\lambda, 2})$. $Y^{(2)}_{\lambda, 2}(2)$ has a Poisson distribution with parameter $2\lambda$. $Y^{(2)}_{\lambda, 1}$ given $Y^{(2)}_{\lambda, 2}(2)$ will have a binomial distribution with $p = \frac{1}{2}$ and $n = Y^{(2)}_{\lambda, 2}(2)$. 
Using the reflection principle for random walks it follows that
\[ P(\max_{t \in \{1, 2\}} Y(t) = k | Y, Z(2) = n, Y(1) = m) \]
\[ = \binom{n}{k} - \binom{n}{k+1} \quad \text{for } n \in \{k, k+1, \ldots, 2k\}, \]
\[ m \in \{n-k, n-k+1, \ldots, k\}. \]

\[ P_{k, \lambda}(2) = \sum_{n=k}^{2k} \sum_{m=n-k}^{k} \frac{e^{-2\lambda n} n^m (\frac{1}{2^m}) \binom{n}{k} - \binom{n}{k+1}}{n! m!} \]
\[ = \sum_{n=k}^{2k} \frac{e^{-2\lambda n}}{n!} \sum_{m=n-k}^{k} \left( \binom{n}{k} - \binom{n}{k+1} \right). \]

But
\[ \sum_{m=n-k}^{k} \left( \binom{n}{k} - \binom{n}{k+1} \right) = \frac{(2k-n+1)^2 n!}{(k+1)! (n-k)!}, \] so
\[ P_{k, \lambda}(2) = \sum_{n=k}^{2k} \frac{e^{-2\lambda n}}{(k+1)! (n-k)!} \left( \frac{(2k-n+1)^2 n!}{(k+1)! (n-k)!} \right) \]
\[ = e^{-\lambda \frac{k}{k-1}} \frac{e^{-\lambda}}{k(k+1)} \sum_{i=0}^{k} \left( \frac{k+1-i}{i!} \right) 2^i \lambda^i \sum_{i=0}^{k} \frac{k+1-i}{i!} \lambda^i \rightarrow 1. \]

But
\[ e^{-\lambda \frac{k}{k-1}} \sum_{i=0}^{k} \frac{(k+1-i)^2 \lambda^i}{i!} \rightarrow 1. \]

Therefore
\[ P_{k, \lambda}(2) \sim \frac{e^{-\lambda \frac{k}{k-1}}}{(k-1)!} \]

This completes the proof of Lemma 1.

**Proof of Lemma 2:** First I will prove the following Sublemma: \[ P(A_1^n A_2^n | Y(1) = i, Y(2) = j, Y(3) = k) \]
\[ \leq P(A_1^n | Y(1) = i, Y(2) = j) P(A_2^n | Y(2) = j, Y(3) = k). \]
Proof of Sublemma:

For \( i \geq n, P(A_{1}^{n}A_{2}^{n} | i, j, k) = P(A_{2}^{n} | j, k). \)

For \( k \geq n, P(A_{1}^{n}A_{2}^{n} | i, j, k) = P(A_{1}^{n} | i, j). \)

For \( j \geq n, P(A_{1}^{n} | i, j) = P(A_{2}^{n} | j, k) = P(A_{1}^{n}A_{2}^{n} | i, j, k) = 1. \)

For \( i+j \leq n \) or \( j+k \leq n, P(A_{1}^{n}A_{2}^{n} | i, j, k) = 0. \)

Therefore we need only consider

\( i, j, k \leq n, i+j \geq n, j+k \geq n. \)

The conditions

\( Y_{\lambda}(1) = i, Y_{\lambda}(2) = j, Y_{\lambda}(3) = k \)

mean that \( i \) points are distributed uniformly and independently in \((0, 1]\), \( j \) points are distributed uniformly and independently in \((1, 2]\), and \( k \) points are distributed uniformly and independently in \((2, 3]\) respectively.

I propose to use the following trick. Label each of the \( i \) points in \((0, 1]\) with a letter \( L \) (for "left"), label each of the \( j \) points in \((1, 2]\) with a letter \( C \) (for "center"), and the \( k \) points in \((2, 3]\) with a letter \( R \) (for "right"). Now shift each of the \( L \) labelled points one unit to the right and each of the \( R \) labelled points one unit to the left.
we have $i+j+k$ points in the interval $(1,2]$, $i$ labelled $L$, $j$ labelled $C$, and $k$ labelled $R$. All $i+j+k$ points are uniformly and independently distributed.

Now we consider starting at the point 1 and moving toward 2, noticing the label on each successive point encountered. This procedure will produce a random sequence of $i$ $L$'s, $j$ $C$'s and $k$ $R$'s. If, reading this sequence from the left, at some point we have read at least $n-j$ more $R$'s than $C$'s then event $A^n_2$ will have occurred. If at some point $n-i$ more $C$'s than $L$'s have been read then $A^n_1$ will have occurred.

We know from the reflection principle for a one-dimensional random walk that

$$P(A^n_1 \mid i, j) = \frac{\binom{i+j}{i}}{\binom{n}{i+j}}; \quad P(A^n_2 \mid j, k) = \frac{\binom{j+k}{k}}{\binom{n}{j+k}}.$$  

Now I will represent the random sequence of $L$'s, $C$'s and $R$'s as a walk where I make the following identification:

- $L$: move one unit in (compass) direction $0^\circ$,
- $R$: move one unit in direction $120^\circ$, and
- $C$: move one unit in direction $240^\circ$.

The event $A^n_2$ corresponds to this walk hitting the vertical line $r$ passing through a point $n-j$ steps toward $R$ from the origin. The event $A^n_1$ corresponds to this walk hitting the $120^\circ$-$300^\circ$ line $l$ passing
through a point \(n-i\) steps toward \(C\) from the origin.

(See diagram, next page.)

The value \(P(A_1^nA_2^n | i, j, k)\) is the ratio of the number of ways of "walking" from the origin to the finishing point and hitting both \(r\) and \(l\) en route to the total number of ways of going from the origin to the finishing point. This total number is the multinomial coefficient:

\[
\binom{i+j+k}{i, j, k}.
\]

Symmetry considerations show that the number of ways of getting from the origin to the finishing point while hitting \(r\) and \(l\) en route equals the number of ways of getting from the point obtained by reflecting the origin about \(r\) and then reflecting this point about \(l\) to the finishing point plus the number of ways of getting from the point obtained by reflecting the origin about \(l\) and then reflecting this point about \(r\) to the finishing point minus the number of ways of getting from the point obtained by reflecting the origin about \(r\), then reflecting this point about \(l\), and then reflecting this point about \(r\) to the finishing point (all these new walks consist of \(i+j+k\) steps). Using multinomial coefficients this number is

\[
\binom{i+j+k}{2n-j, i+j-n, j+k-n} + \binom{i+j+k}{n, n, i+j+k-2n} - \binom{i+j+k}{2n-j, j, i+j+k-2n}.
\]
Diagram.

The desired number $N_n$ is the sum of the number of ways of getting from A to F and the number of ways of getting from B to F minus the number of ways of getting from C to F. Each of these walks will consist of $i+j+k$ steps.
Call this number $N_n$. The sublemma asserts that
\[
\frac{N_n}{(i+j+k)_i(j+k)_j} \leq \left(\frac{i+j}{n}\right)^i \left(\frac{j+k}{n}\right)^j.
\]

It may happen that $i+j+k-2n \leq 0$. In this case
\[
N_n = (2n-j, i+j-n, j+k-n)
\]
and we have
\[
\frac{N_n}{(i+j+k)_{i,j,k}} = \frac{i!i!j!k!}{n!(i+j-n)!(j+k-n)!} = \frac{(i+j)^i (j+k)^j}{(i)^i (j)^j}.
\]

Since $n! n! \leq j!(2n-j)!$

Thus we may assume $i+j+k-2n \geq 0$. Assertion *
is equivalent to
\[
\frac{i!i!j!k!}{(2n-j)!(i+j-n)!(j+k-n)!} + \frac{i!i!k!}{n!n!(i+j-k-2n)!} - \frac{i!j!j!k!}{(2n-j)!j!(i+j+k-2n)!} \leq \frac{i!i!j!k!}{n!n!(i+j-n)!(j+k-n)!}.
\]

Or, equivalently
\[
\frac{1}{(2n-j)!(i+j-n)!(j+k-n)!} - \frac{1}{(2n-j)!j!(i+j+k-2n)!} + \frac{1}{n!(i+j+k-2n)!} - \frac{1}{n!(i+j-n)!(j+k-n)!} \leq 0,
\]
or
\[
\frac{1}{(2n-j)!(i+j-n)!(j+k-n)!} - \frac{1}{j!(i+j+k-2n)!} - \frac{1}{n!(i+j-k-2n)!} \leq 0,
\]
or
\[
\frac{1}{(2n-j)!} - \frac{1}{n!n!}(i+j-n)!(j+k-n)! - \frac{1}{j!(i+j+k-2n)!} \leq 0,
\]
or 
\[
\frac{n!n!-i!(2n-j)!}{n!n!(2n-j)!} \frac{(i+j+k-2n)!-(i+j-n)!(j+k-n)!}{(i+j-n)!(j+k-n)!j!(i+j+k-2n)!} \leq 0.
\]

But \(n!n! \neq j!(2n-j)!\) and
\[
j!(i+j+k-2n)! \geq (i+j-n)!(j+k-n)! \text{ since}
\]
\[
2n-i-k \geq |i-k| \text{ with our restrictions on } i, k \text{ and } n.
\]

Thus we have verified * and our Sublemma is proved.

Now I return to the proof of Lemma 2.

\[
P(A_1^n A_2^n) \leq \sum_{\substack{i+j \leq n \\ j+k \leq n \\ 0 \leq i,j,k \leq n}} e^{-\lambda} \frac{i+j+k}{i!j!k!} P(A_1^n | i, j) P(A_2^n | j, k)
\]

\[+ P(i > n) + P(j > n) + P(k > n).
\]

\[P(i > n) = P(j > n) = P(k > n) = \sum_{k=n+1}^{\infty} \frac{e^{-\lambda} \lambda^k}{k!}.
\]

But \(\sum_{k=n+1}^{\infty} \frac{e^{-\lambda} \lambda^k}{k!} \) is \(o(P(A_1^n))\).

Thus we need only sum up to \(i, j, k = n\).

\[
P(A_1^n A_2^n) \leq \sum_{\substack{i+j \leq n \\ j+k \leq n \\ 0 \leq i,j,k \leq n}} e^{-\lambda} \frac{i+j+k}{i!j!k!} \frac{(i+j)^n}{(i+j)!} \frac{(j+k)^n}{(j+k)!} + o(P(A_1^n)).
\]

The first term on the right above equals

\[
\sum_{\substack{i+j \leq n \\ j+k \leq n \\ 0 \leq i,j,k \leq n}} e^{-\lambda} \frac{i+j+k}{n!n!} \frac{i!}{(i+j-n)!(j+k-n)!},
\]

fix \(j, k\) and sum over \(i = n-j, n-j+1, \ldots, n\) using \(r = i-(n-j)\),
\[
= \sum_{j+k \leq n} \sum_{0 \leq j,k \leq n} \frac{e^{-\lambda} \lambda^{n+k}}{n!n!(j+k-n)!} \sum_{r=0}^{j} \frac{\lambda^r}{r!} 
\]

Fix \( j \), sum over \( k = n-j, n-j+1, \ldots, n \) using \( s = k-(n-j) \),

\[
= \sum_{0 \leq j \leq n} \frac{e^{-\lambda} \lambda^{2n-j-j}}{n!n!} \sum_{s=0}^{j} \frac{\lambda^s}{s!} \sum_{r=0}^{j} \frac{\lambda^r}{r!} 
\]

\[
\leq \sum_{0 \leq j \leq n} \frac{e^{-\lambda} \lambda^{2n-j-j}}{n!n!} 
\]

\[
= \frac{e^{-\lambda} n!}{n!} \left( \frac{\lambda^n}{n!} + \frac{\lambda^{n+1}(n-1)!}{n!} + \ldots + \frac{\lambda^{2n}}{n!} \right) 
\]

\[
= \frac{e^{-\lambda} n!}{n!} \left( 1 + \frac{\lambda}{n} + \frac{\lambda^2}{(n)^2} + \ldots + \frac{\lambda^n}{n!} \right) 
\]

\[
= o(P(A_1^n)) \text{ since by Lemma 1 } P(A_1^n) \sim \frac{e^{-\lambda} n!}{(n-1)!}. 
\]

Thus we have

\[
P(A_1^n A_2^n) \text{ is } o(P(A_1^n)) \text{ or } 
\]

\[
\frac{P(A_1^n A_2^n)}{P(A_1^n)} \xrightarrow{n \rightarrow \infty} 0. 
\]

But by definition of \( N_\lambda(t) \) we have

\[
\frac{P(A_1^n A_{i+1}^n)}{P(A_i^n)} = \frac{P(A_1^n A_{i+1}^n)}{P(A_i^n)} \text{ for } i = 1, 2, \ldots, n-1. 
\]

This completes the proof of Lemma 2.

**Proof of Lemma 3:** I will expand \( P(\bigcup_{i=1}^{n} A_i^k) \) and \( 1 - (1 - P(A_i^k))^n \) and compare the terms of corresponding order.
\* \quad P\left( \bigcup_{i=1}^{n} A_i^k \right) = \sum_{i=1}^{n} P(A_i^k) - \sum_{i < j} P(A_i^k A_j^k) + \\
\quad \quad \quad \quad + \sum_{i < j < l} P(A_i^k A_j^k A_l^k) - \ldots \\
\** \quad 1 - (1 - P(A_i^k))^n = nP(A_i^k) - \binom{n}{2} P(A_i^k)^2 \\
\quad \quad \quad \quad + \binom{n}{3} P(A_i^k)^3 - \ldots \\

I think of the event \( A_{i_1}^k A_{i_2}^k \ldots A_{i_r}^k \) as consisting of isolated singles, doubles, triples, etc. For instance, the event \( A_2^k A_5^k A_8^k A_{10}^k A_{11}^k A_{12}^k A_{14}^k \) consists of the three singles \( A_2^k, A_5^k \) and \( A_{14}^k \), the one double \( A_7^k A_8^k \) and the one triple \( A_{10}^k A_{11}^k A_{12}^k \). The probability of any particular single is \( \beta_k \) in both \* and \**.

The probability of any particular double is \( \alpha_k \beta_k \)

in \* and (corresponds to the probability) \( \beta_k^2 \)

in \**. The probability of any particular triple is \( \leq \beta_k^2 \)

and \( = \beta_k^2 \) in \**. In general a 2r-tuple has probability \( \leq \alpha_k \beta_k^r \)

in \* and \( = \beta_k^{2r} \) in \**. A 2r+1-tuple has probability \( \leq \beta_k^{r+1} \)

in \* and \( = \beta_k^{2r+1} \) in \**. Thus the difference between the probabilities assigned to any particular 2r-tuple by the expressions \* and \** is \( \leq \alpha_k \beta_k^r \). The difference for any particular 2r+1-tuple is \( \leq \beta_k^{r+1} \).
I will characterize any event $A_{i_1}^k A_{i_2}^k ... A_{i_r}^k$ by a non-increasing sequence of natural numbers representing its singles, doubles, triples, etc. For instance, $(3, 2, 1, 1, 1)$ will represent an event having one triple, one double and three singles. Such an event will have probabilities under * and ** differing by no more than

$$\beta_k^2 \alpha_k \beta_k \beta_k \beta_k = \alpha_k \beta_k^6.$$  

for the triple for the three singles for the double

There will be no more than $\frac{n^5}{2!} \left(1, \frac{n}{1}, 3\right)$ distinct events characterized by this sequence. Thus the difference between * and ** contributed by such $(3, 2, 1, 1, 1)$ events will be less than

$$\frac{\alpha_k \beta_k^6 n^5}{3!}.$$  

Now I will obtain the desired bound on the difference between * and ** by summing the (absolute) differences for each sequence of natural numbers. First sum over all possible numbers of singles. (Clearly the sequence shouldn't start with a 1 because this would mean the sequence was all 1's and the indicated events would have the same probabilities under * and **.) For instance, consider sequences of the form
\[(5, 3, 3, 2, 1, 1, \ldots, 1)\]

\[\text{i 1's where } i = 0, 1, 2, \ldots\]

For the 5, 3, 3, 2 we have an upper bound on the difference \(= \alpha_i^k \beta_k n^4/2\). Now, when we consider the singles we must multiply by the factor by which the probability of an individual event is reduced \((\beta_k)\) and the number of ways the single can be located.

For \(i \text{ (\# of 1's)} = 0\) multiply by \(\leq 1\)

\[
\begin{align*}
= 1 & \quad " \quad \leq \beta_k n \\
= 2 & \quad " \quad \leq \beta_k^2 n^2/2 \\
= 3 & \quad " \quad \leq \beta_k^3 n^2/3!
\end{align*}
\]

etc.

Sum and get an upper bound. In the above example:

\[
\alpha_i^k \leq \frac{n^4}{2} \sum_{i=0}^{\infty} \frac{(\beta_k n)^i}{i!} = \alpha_i^k \beta_k n - 1.
\]

Now sum over the doubles: consider two cases:

1. No triples or higher -tuples,

Case (1):

For \(i \text{ (\# of 2's)} = 1\) multiply by \(\leq \alpha_i^k \beta_k n\)

\[
\begin{align*}
= 2 & \quad " \quad \leq (\alpha_i^k \beta_k n)^2/2 \\
= 3 & \quad " \quad \leq (\alpha_i^k \beta_k n)^3/3!
\end{align*}
\]

etc.

\[
\sum_{i=1}^{\infty} \frac{(\alpha_i^k \beta_k n)^i}{i!} = \alpha_i^k \beta_k n - 1.
\]
Case (2):

For \( i \) (\# of 2's) = 0 multiply by \( \leq 1 \)

\[
= 1 \quad " \quad \leq \alpha_k^i \beta_k \quad \leq \quad (\alpha_k^i \beta_k)^{2/2}
\]

e tc.

\[
\sum_{i=0}^{\infty} \frac{(\alpha_k^i \beta_k)^i}{i!} = e_k^i \beta_k \quad \text{etc.}
\]

Similarly, sum over the triples: consider two cases:

(1) No 4-tuples or higher -tuples,

(2) Higher -tuples.

Case (1): \( \sum_{i=1}^{\infty} \frac{(\beta_k^2)^i}{i!} = e_k^2 \quad -1 \).

Case (2): \( \sum_{i=0}^{\infty} \frac{(\beta_k^2)^i}{i!} = e_k^2 \).

Similarly, sum over the 4-tuples: consider two cases:

(1) No 5-tuples of higher -tuples,

(2) Higher -tuples.

Case (1): \( \sum_{i=1}^{\infty} \frac{(\alpha_k^i \beta_k^2)^i}{i!} = e_k^i \beta_k^2 \quad -1 \).

Case (2): \( \sum_{i=0}^{\infty} \frac{(\alpha_k^i \beta_k^2)^i}{i!} = e_k^i \beta_k^2 \).

Do the same for 5-tuples and beyond. Finally obtain

\[
\left| \frac{P(\bigcup_{i=1}^{n} A_k^i) - (1 - (1 - P(A_k^i)))^n \right| \leq \quad \text{etc.}
\]
\[
\leq (e_{k}^{n}a_{k}^{n} - 1)e_{k}^{n} + (e_{k}^{n} - 1)e_{k}^{n}a_{k}^{n} + (e_{k}^{n}a_{k}^{n} - 1)e_{k}^{n}a_{k}^{n}
\]

\[
+ \ldots
\]

Collapse and get

\[
= e_{k}^{n}(e_{k}^{n}a_{k}^{n} + \alpha_{k}^{n} \beta_{k}^{n}(1 + \beta_{k}^{n} + \alpha_{k}^{n} + \ldots) + \alpha_{k}^{n} \beta_{k}^{n}(1 + \beta_{k}^{n} + \alpha_{k}^{n} + \ldots))
\]

\[
= e_{k}^{n} + \frac{\alpha_{k}^{n} \beta_{k}^{n}}{1 - \beta_{k}^{n}} - e_{k}^{n}
\]

\[
= e_{k}^{n}(e_{k}^{n}a_{k}^{n} + \alpha_{k}^{n} \beta_{k}^{n} - 1).
\]

This completes the proof of the lemmas. In addition to these lemmas I will need several facts which I will state without proof.

Unless otherwise specified I will assume \( a \) and \( b \) are constants \( \epsilon \in (0,1) \).

**Fact 1:** For any \( \epsilon > 0 \) there exists an integer \( N_{0} \) such that

\[
|e^{-an^{N}} - (1-a)^{N}| < \epsilon \text{ for } N \geq N_{0}.
\]

**Fact 2:** For any \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that for all positive integers \( N \),

\[
|e^{-an^{N}} - e^{-bn^{N}}| < \epsilon \text{ for } \left| \frac{a - b}{b} \right| < \delta.
\]

**Fact 3:** For any constants \( c > 0 \) and \( \epsilon > 0 \) there exists an integer \( N_{0} \) such that for all \( \epsilon \in (0,1) \)
\[ e^{-a(N-c)} = e^{a(N+c)} \leq \varepsilon \text{ for } N \geq N_0. \]

**Fact 4:** Let \( b_k = \frac{e^{-\lambda k}}{k!}, \; \lambda > 0. \)

\[ \frac{b_{k+1}}{b_k} = \frac{\lambda}{k+1} \xrightarrow{k \to \infty} 0. \]

**Fact 5:** \[ b_k \sim \sum_{i=k}^{\infty} b_i. \]

\[ \sum_{i=k}^{\infty} b_i \xrightarrow{k \to \infty} 0. \]

**Fact 6:**

Now return to the proof of the Theorem.

\[ \text{To prove: } \sum_{k=0}^{\infty} \left| p_{k,\lambda}(T) - q_{k,\lambda}(T) \right| \xrightarrow{T \to \infty} 0. \]

(I will suppress the \( \lambda \).

or for any \( \varepsilon > 0, \; \lambda > 0 \) there exists an integer \( T_0 \) (\( \geq 2 \), say) such that

\[ \sum_{k=0}^{\infty} \left| p_k(T) - q_k(T) \right| \leq \varepsilon \text{ for } T \geq T_0. \]

**Define:** \[ P_k(T) = \sum_{i=k}^{\infty} p_i(T), \]

\[ Q_k(T) = \sum_{i=k}^{\infty} q_i(T), \]

\[ R_k(T) = 1 - \left(1 - P(A_1^k)\right)[T] \]

where \( A_1^k \) is the event defined in Lemma 2 on p. 28.
The proof of the theorem will consist of cleverly choosing $k_1$ and using the following fact:

for any non-negative integer $k_1$, we have

$$\sum_{k=0}^{\infty} |p_k(T) - q_k(T)| \leq \sum_{i=0}^{k_1} p_i(T) + \sum_{i=0}^{k_1} q_i(T)$$

$$+ |p_{k_1+1}(T) - q_{k_1+1}(T)|$$

$$+ |p_{k_1+2}(T) - q_{k_1+2}(T)|$$

$$+ \sum_{i=k_1+3}^{\infty} p_i(T) + \sum_{i=k_1+3}^{\infty} q_i(T)$$

and from this we get

$$\sum_{k=0}^{\infty} |p_k(T) - q_k(T)| \leq 2 - p_{k_1+1}(T) - q_{k_1+1}(T)$$

$$+ |p_{k_1+1}(T) - R_{k_1+1}(T)| + |R_{k_1+1}(T) - q_{k_1+1}(T)|$$

$$+ 2 |p_{k_1+2}(T) - R_{k_1+2}(T)| + 2 |R_{k_1+2}(T) - q_{k_1+2}(T)|$$

$$+ |p_{k_1+3}(T) - R_{k_1+3}(T)| + |R_{k_1+3}(T) - q_{k_1+3}(T)|$$

$$+ p_{k_1+3}(T) + q_{k_1+3}(T).$$

Given any $\varepsilon > 0$, $\lambda > 0$ find $k_0$ and $T_0$. Then for any $T \geq T_0$ find the largest integer $k$ such that

$$e^{-P(A^{k+1}_1)(T/2)} \leq \varepsilon$$

(\varepsilon suitably chosen).

Call this integer $k_1$.

How large must $k_0$ be? Choose $k_0$ large enough so that
1. \( |e^{-\sum_{k=0}^{k+1} b_i T} - e^{-P(A_1^{k+1})|T|} | \leq \varepsilon_3 \), for \( k \geq k_0 \).

Such a \( k_0 \) exists by Lemma 1 and Fact 2 for any \( \varepsilon_3 > 0 \). (I will specify all my \( \varepsilon_i \)'s at the end of the proof.) Here I use

\[ b_i = \frac{e^{-i\lambda_i}}{i!} \]

2. \( \left( \frac{1}{\varepsilon_a} \right)^2 \left( \frac{\alpha_{k+2}^a + \beta_{k+2}^b}{1 - \beta_{k+2}^b} - 1 \right) \leq \varepsilon_a^3 \varepsilon \) for \( k \geq k_0 \)

where \( \alpha_k = P(A_1^k A_2^k) / P(A_1^k) \)

\( \beta_k = P(A_1^k) \)

and \( \alpha_{k+1}^a = \max(\alpha_k, \beta_k) \).

Such a \( k_0 \) exists by Lemmas 1 and 2.

3. \( |e^{-\sum_{k=1}^{k+1} b_i |T|} - e^{-P(A_1^{k+2})|T|}| \leq \frac{1}{2} \varepsilon_a^3 \)

for \( k \geq k_0 \). Such a \( k_0 \) exists by Lemma 1 and Fact 2.

\[ \sum_{k=1}^{k+2} b_i \]

\[ \sum_{k=1}^{k+1} b_i \]

4. \( \frac{\log(1 - \varepsilon_4)}{\varepsilon_a^3 \log \frac{2}{\varepsilon_a}} \) for \( k \geq k_0 \).

Such a \( k_0 \) exists by Fact 6.

How large must \( T_0 \) be? Choose \( T_0 \) large enough so that for any \( \varepsilon \in (0, 1) \)

1. \( e^{-P(A_1^{k_0+1})|T_0/2|} \leq \varepsilon \).

2. \( |e^{-a^T} - (1-a^T)| \leq \varepsilon_1 \) for \( T \geq T_0 \)
\[ |e^{-a[T-1]} - (1-a)^{T-1}| \leq \varepsilon_1 \quad \text{for } T \geq T_0. \]

Such \( T_0 \) exists by Fact 1.

3. \[ \begin{aligned}
|e^{-a[\lambda T]} - e^{-a^T[\lambda T]}| &\leq \varepsilon_2 \\
|e^{-a[\lambda T]} - e^{-a^T}| &\leq \varepsilon_2 \\
|e^{-a[N]} - e^{-a^{N-1}}| &\leq \varepsilon_2 \\
|e^{-a[N]} - e^{-a^{N-1}}| &\leq \varepsilon_2
\end{aligned} \]

for \( T \geq T_0 \).

Such \( T_0 \) exists by Fact 3.

In the above inequalities the absolute value signs aren't always necessary. The square brackets about \( T, \lambda T \) and \( T^{-1} \) indicate the greatest integer function.

Now consider the expression in the middle of page 43 term by term. \( k_1 \) will be as specified on page 43, namely, the largest integer such that

\[ e^{-p(A_1^{k_1+1})[T/2]} \leq \varepsilon_{a_1}. \]

For \( T \geq T_0 \) we have \( k_1 \geq k_0 \).

\[ Q_{k_1+1}(T) = 1 - (1 - \sum_{k_i} b_i)[\lambda T] \]

\[ R_{k_1+1}(T) = 1 - (1 - p(A_1^{k_1+1}))[T]. \]

First we consider the term

\[ |R_{k_1+1}(T) - Q_{k_1+1}(T)|. \]
\[ |R_{k_1 + 1}(T) - Q_{k_1 + 1}(T)| \]
\[ = \left| (1 - \sum_{k_1} e^{-\lambda T} - e^{-\lambda T}) \right| \]
\[ \leq \left| 1 - \sum_{k_1} e^{-\lambda T} \right| + \left| e^{-\lambda T} \right| \]
\[ + \left| e^{-\lambda T} - e^{-P(A_{k_1 + 1}^k)T} \right| \]
\[ + \left| e^{-P(A_{k_1 + 1}^k)T} - e^{-P(A_{k_1 + 1}^k)T} \right| \]
\[ + \left| e^{-P(A_{k_1 + 1}^k)T} - (1 - P(A_{k_1 + 1}^k)T) \right| \]
\[ \leq \varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_2 + \varepsilon_1 = 2\varepsilon_1 + 2\varepsilon_2 + \varepsilon_3. \]

Similarly:
\[ 2\left| R_{k_1 + 2}(T) - Q_{k_1 + 2}(T) \right| \leq 4\varepsilon_1 + 4\varepsilon_2 + 2\varepsilon_3 \]
and \[ \left| R_{k_1 + 3}(T) - Q_{k_1 + 3}(T) \right| \leq 2\varepsilon_1 + 2\varepsilon_2 + \varepsilon_3. \]

Now consider the term
\[ 2 - P_{k_1 + 1}(T) - Q_{k_1 + 1}(T). \]
\[ P_{k_1 + 1}(T) = 1 - \sum_{i=0}^{k_1} p_i(T). \]
\[ \sum_{i=0}^{k_1} p_i(T) \leq (1 - P(A_{k_1 + 1}^k)^{T/2}) \leq e^{-P(A_{k_1 + 1}^k)T/2} \leq \varepsilon_a. \]

Therefore \[ P_{k_1 + 1}(T) \geq 1 - \varepsilon_a. \]

The first inequality above follows from the idea
used in the proof of Lemma 3.

\[ R_{k+1}(T) = 1 - (1 - P(A_{1}^{k+1}))^{T} \]

\[ > 1 - e^{-P(A_{1}^{k+1})^{T}} > 1 - \varepsilon_a. \]

\[ Q_{k+1}(T) \geq R_{k+1}(T) - |R_{k+1}(T) - Q_{k+1}(T)| \]

\[ > 1 - \varepsilon_a - 2\varepsilon_1 - 2\varepsilon_2 - \varepsilon_3. \]

So \[ 2 - P_{k+1}(T) - Q_{k+1}(T) \leq 2\varepsilon_a + 2\varepsilon_1 + 2\varepsilon_2 + \varepsilon_3. \]

The term \[ |P_{k+1}(T) - R_{k+1}(T)| \leq \varepsilon_a \]

since \[ P_{k+1}(T) > 1 - \varepsilon_a \]

and \[ R_{k+1}(T) > 1 - \varepsilon_a. \]

Now consider the term

\[ 2\left| P_{k+2}(T) - R_{k+2}(T) \right|. \]

\[ P(\bigcup_{i=1}^{T} A_{i}^{k+2}) \leq P_{k+2}(T) \leq P(\bigcup_{i=1}^{T} A_{i}^{k+2}). \]

I look at two cases, corresponding to the bounds on \[ P_{k+2}(T) \] shown above.

**Case 1:**

\[ \left| P(\bigcup_{i=1}^{T} A_{i}^{k+2}) - (1 - (1 - P(A_{1}^{k+2}))^{T}) \right| \]

\[ \leq e^{\beta_{k+2}^{T}} (e^{\alpha_{k+2}^{T} + \beta_{k+2}^{T}} - 1) \]

\[ \leq \varepsilon_b. \]
Since $e^{-P(A_{11}^{k+2})[T/2]} \geq \varepsilon_a$ by choice of $k_1$, we have

$$e^{-P(A_{11}^{k+2})[T]} \geq \varepsilon_a^3$$

But $e^{P(A_{11}^{k+2})[T]} = e^{k_1+2[T]}$ so

$$e^{k_1+2[T]} \leq \frac{1}{\varepsilon_a^3}$$

and

$$\frac{\alpha_{k_1+2} + \beta_{k_1+2}}{1 - \beta_{k_1+2}} - 1 \leq \varepsilon_a^3 \varepsilon_b.$$

**Case 2:**

$$\left| P \left( \bigcup_{i=1}^{T-1} A_{11}^{k_1+2} \right) - (1 - (1 - P(A_{11}^{k_1+2})[T]) \right|$$

$$\leq \left| P \left( \bigcup_{i=1}^{T-1} A_{11}^{k_1+2} \right) - (1 - (1 - P(A_{11}^{k_1+2})[T])^{-1} \right|$$

$$+ \left| (1 - (1 - P(A_{11}^{k_1+2})[T])^{-1} - (1 - (1 - P(A_{11}^{k_1+2})[T]^{-1}) \right|$$

$$\leq \varepsilon_b + \left| (1 - P(A_{11}^{k_1+2})[T] - e^{-P(A_{11}^{k_1+2})[T]} \right|$$

$$+ \left| e^{-P(A_{11}^{k_1+2})[T]} - e^{-P(A_{11}^{k_1+2})[T]}^{-1} \right|$$

$$+ \left| e^{-P(A_{11}^{k_1+2})[T]^{-1}} - (1 - P(A_{11}^{k_1+2})[T]^{-1} \right|$$

$$\leq \varepsilon_b + 2\varepsilon_1 + \varepsilon_2.$$

So, in either case

$$\left| P_{k_1+2}(T) - R_{k_1+2}(T) \right| \leq \varepsilon_b + 2\varepsilon_1 + \varepsilon_2$$

and

$$2 \left| P_{k_1+2}(T) - R_{k_1+2}(T) \right| \leq 2 \varepsilon_b + 4\varepsilon_1 + 2\varepsilon_2.$$

Similarly
\[
\left| P_{k_1+3}(T) - R_{k_1+3}(T) \right| \leq \bar{\varepsilon}_b + 2\varepsilon_1 + \varepsilon_2.
\]

Finally, look at \( P_{k_1+3}(T) \) and \( Q_{k_1+3}(T) \). We already know that

\[
e^{-P(A_{k_1+2}^k)^T} \geq \varepsilon_a^3.
\]

\[
e^{-\lambda \sum_{k_1+1} b_i[T] \geq \frac{1}{2} \varepsilon_a^3 \text{ by choice of } k_0,
\]

\[
e^{-\lambda \sum_{k_1+2} b_i[T] \geq 1 - \varepsilon_4 \text{ by choice of } k_0
\]

\[
|e^{-\lambda \sum_{k_1+2} b_i[T]} - e^{-\sum_{k_1+2} b_i[T]}| \leq \varepsilon_2,
\]

\[
|e^{-\sum_{k_1+2} b_i[T]} - (1 - \sum_{k_1+2} b_i[T])| \leq \varepsilon_1.
\]

\[
Q_{k_1+3}(T) = (1 - \sum_{k_1+2} b_i[T]) \leq \varepsilon_1 + \varepsilon_2 + \varepsilon_4.
\]

\[
P_{k_1+3}(T) \leq Q_{k_1+3}(T) + \left| P_{k_1+3}(T) - R_{k_1+3}(T) \right| + \left| R_{k_1+3}(T) - Q_{k_1+3}(T) \right|
\]

\[
\leq (\varepsilon_1 + \varepsilon_2 + \varepsilon_4) + (\varepsilon_b + 2\varepsilon_1 + \varepsilon_2) + (2\varepsilon_1 + 2\varepsilon_2 + \varepsilon_3).
\]

\[
P_{k_1+3}(T) \leq 5\varepsilon_1 + 4\varepsilon_2 + \varepsilon_3 + \varepsilon_4 + \varepsilon_b.
\]

We have, then, that

\[
\sum_{k=0}^{8} \left| P_k(T) - q_k(T) \right| \leq 22\varepsilon_1 + 18\varepsilon_2 + 6\varepsilon_3 + 2\varepsilon_4 + 3\varepsilon_a + 4\varepsilon_b.
\]

When \( \varepsilon \) is chosen, let
\[ \varepsilon_1 = \varepsilon_2 = \varepsilon_3 = \varepsilon_4 = \varepsilon_a = \varepsilon_b = \frac{\varepsilon}{55}. \]

Thus, for \( T \geq T_0 \)

\[ \sum_{k=0}^{\infty} |p_k(T) - q_k(T)| < \varepsilon. \]

This completes the proof of the theorem.
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