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ChatGPT is a Language Model (LM)
● "predicts" what comes next in text

○ autocomplete
● traditionally based on 2 or 3 words of prior context
● a little bit of prior context helps us predict

○ yesterday's weather tells us quite a bit about today
○ have a good _______



How traditional Ngram LMs generate text
● I am ___
● I am a ___
● I am a horse ___
● I am a horse that ___
● I am a horse that likes ___
● I am a horse that likes optometry ___
● I am a horse that likes optometry which ___
● I am a horse that likes optometry which serves ___
● I am a horse that likes optometry which serves fresh ___
● I am a horse that likes optometry which serves fresh cheese 



Generate Shakespeare w 1 word Ngram LM

Why dost stand forth thy canopy, forsooth; 
he is this palpable hit the King Henry. Live 
king. Follow. What means, sir. I confess 
she? then all sorts, he is trim, captain.



Generate Shakespeare with 2 word Ngram LM

Fly, and will rid me these news of price. 
Therefore the sadness of parting, as they 
say, ’tis done. This shall forbid it should be 
branded, if renown made it empty. 



Generate Shakespeare with 3 word Ngram LM

King Henry. What! I will go seek the traitor 
Gloucester. Exeunt some of the watch. A 
great banquet serv’d in; gram –It cannot be 
but so.





ChatGPT is a Large Language Model (LLM)
● trained on a huge sample of public online text

○ 45 TB,  ~500 billion words of Internet / Web text
● uses thousands of words of prior content in making completions 
● fine-tuned for for dialogue

○ tuning involved human content moderators
○ can refine or elaborate on responses
○ collecting data from user feedback

● based on recent developments in NLP (ie Transformers)
○ Attention is All You Need (2017)

https://arxiv.org/abs/1706.03762


ChatGPT is an extension of recent LLMs
● Created by OpenAI

○ https://openai.com/blog/chatgpt/
○ Builds upon GPT-3, GPT-2, GPT, Transformers

■ ChatGPT is a tuned version of GPT-3 (2020)
■ GPT-3 is GPT-2 (2019) with more data

● Free (for now)
○ https://chat.openai.com/

● Easy to use
○ chat interface

https://openai.com/blog/chatgpt/
https://chat.openai.com/




ChatGPT is easy to trick, but …
● Easy to make ChatGPT look foolish w adversarial prompts

○ very credulous
○ does not always recognize false or absurd premises

■ OpenAI is clearly working on improving this
■ Is not able to generate highly specialized content

● Galactica debacle (different LLM, science domain)
● But, students won't want to make ChatGPT look foolish
● It often responds plausibly to prompts that do not contain false 

or absurd premises in high coverage domains

https://www.technologyreview.com/2022/11/18/1063487/meta-large-language-model-ai-only-survived-three-days-gpt-3-science/


High coverage domains
● English is a strong majority of language online
● homework, quizzes, tests, lecture notes, syllabi
● computer programs, tech content
● institutional boilerplate, policies, strategic plans
● patent applications, case law, research proposals, 
● advice, self help, how-to, instructions
● debates, discussions, comments, transcripts
● Wikipedia, Wiktionary, WikiHow
● many undergraduate classes in high coverage domains

















ChatGPT Detector
● There will be companies selling ChatGPT Detectors
● Skepticism warranted! 

○ Infinite set of possible responses that depend on the prompt
○ Responses are generally coherent, grammatical

■ Ah ha! Maybe too bland, too correct!!?
● Depends on the prompt
● Responses can be dumbed-down via post-editing

● However, if OpenAI made all ChatGPT prompts and responses 
searchable then detection becomes more plausible



However … 
● Students who submit similar prompts will get very similar responses

○ prompt engineering - crafting a prompt to personalize response
● Open AI is steering ChatGPT away from controversy

○ prompts about race, racism, sexism, living people, etc. are filtered
● Does not know about or comment on current events

○ training data ends in 2021
● ChatGPT makes a lot of mistakes especially in narrow domains or when 

given a false or absurd premise



Conclusion

● Progress since 2017 has been stunning
● Huge investment in LLMs by the richest companies in the history of the world 

○ Meta, Google, Microsoft, Apple, etc.
● Paradigm shift in NLP and AI research

○ This is what PhD students are working on, want to work on, will work on
○ This is what funding agencies are putting a priority on
○ Last paradigm shift in NLP lasted from approx 1995 - 2015 

● There is a growing awareness of the risks, harms, and dangers of LLMs
○ On the dangers of Stochastic Parrots (2021)

● ChatGPT is a starting point
○ bigger better models will soon follow

■ amount of filtering will vary, some more some less

https://dl.acm.org/doi/10.1145/3442188.3445922


Resources
● My video remarks (Jan 8, 71 minutes, many examples)

○ https://www.youtube.com/watch?v=e96gG35HAN4
○ ppt : https://www.d.umn.edu/~tpederse/ChatGPT.pdf

● Open AI blog announcement, readable tech background
○ https://openai.com/blog/chatgpt/

● Many example prompts
○ https://github.com/f/awesome-chatgpt-prompts

● Brandeis Marshall Curbing ChatGPT Assisted Cheating
○ https://medium.com/@brandeismarshall/curbing-chatgpt-assis

ted-cheating-7757adcb0b85

https://www.youtube.com/watch?v=e96gG35HAN4
https://www.d.umn.edu/~tpederse/ChatGPT.pdf
https://openai.com/blog/chatgpt/
https://github.com/f/awesome-chatgpt-prompts
https://medium.com/@brandeismarshall/curbing-chatgpt-assisted-cheating-7757adcb0b85
https://medium.com/@brandeismarshall/curbing-chatgpt-assisted-cheating-7757adcb0b85


Resources
● Shakespeare Examples from Jurafsky and Martin, 3rd 

edition, in progress draft
○ https://web.stanford.edu/~jurafsky/slp3

■ Ngram Language Models Chapter 3
■ Transformers and LLMs Chapter 10

● Hang on. The foundations of ChatGPT are described in an 
NLP textbook used by undergraduates?
○ Yes
○ Not magic, not intelligent

https://web.stanford.edu/~jurafsky/slp3

