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Abstract. It is relatively common for different people or organizations
to share the same name. Given the increasing amount of information
available online, this results in the ever growing possibility of finding
misleading or incorrect information due to confusion caused by an am-
biguous name. This paper presents an unsupervised approach that re-
solves name ambiguity by clustering the instances of a given name into
groups, each of which is associated with a distinct underlying entity. The
features we employ to represent the context of an ambiguous name are
statistically significant bigrams that occur in the same context as the
ambiguous name. From these features we create a co–occurrence ma-
trix where the rows and columns represent the first and second words in
bigrams, and the cells contain their log–likelihood scores. Then we rep-
resent each of the contexts in which an ambiguous name appears with
a second order context vector. This is created by taking the average of
the vectors from the co–occurrence matrix associated with the words
that make up each context. This creates a high dimensional “instance by
word” matrix that is reduced to its most significant dimensions by Sin-
gular Value Decomposition (SVD). The different “meanings” of a name
are discriminated by clustering these second order context vectors with
the method of Repeated Bisections. We evaluate this approach by con-
flating pairs of names found in a large corpus of text to create ambiguous
pseudo-names. We find that our method is significantly more accurate
than the majority classifier, and that the best results are obtained by
having a small amount of local context to represent the instance, along
with a larger amount of context for identifying features, or vice versa.

1 Introduction

The problem of name ambiguity exists in many forms. It is common for different
people to share the same name. For example, there is a George Miller who
is a prominent Professor of Psychology, another who is a Congressman from
California, and two more who are film directors from Australia. Locations may
have the same name. For example, Duluth is a city in Minnesota and also a city in
Georgia. The acronyms associated with organizations may also be ambiguous.
UMD can refer to the University of Michigan – Dearborn, the University of
Minnesota, Duluth or the University of Maryland .



The effects of name ambiguity can be seen when carrying out web searches
or retrieving articles from an archive of newspaper text. For example, the top 10
hits of a Google search for “George Miller” mention five different people. While
it may be clear to a human that the Congressman from California, the Professor
from Princeton, and the director of the film Mad Max are not the same person,
it is difficult for a computer program to make the same distinction. In fact, a
human may have a hard time organizing this information such that they find all
the material relevant to the particular person they are interested in.

The problem of grouping occurrences of a name based on the underlying
entity’s identity can be approached using techniques developed for word sense
discrimination. This is the process of examining a number of sentences that
contain a given polysemous word, and then grouping those instances based on the
meaning of that word. Note that this is distinct from word sense disambiguation,
which is the process of assigning a sense to a polysemous word from a predefined
set of possibilities, usually defined by a dictionary or some other well established
resource. However, it is not likely that we will have a complete inventory of
the possible identities associated with each name, so our immediate objective
is to group the occurrences of a name into clusters based on the underlying
identity. We are currently developing methods that will examine the content
of each cluster to automatically create a descriptive label that will identify the
entity represented. This paper is only concerned with discriminating among the
different entities, while the labeling step is an area of ongoing work for us.

Approaches to word sense discrimination generally rely on the strong con-
textual hypothesis of Miller and Charles [10], who hypothesize that words with
similar meanings are often used in similar contexts. This is equally true for
names, where a particular entity will likely be mentioned in certain contexts.
For example, George Miller the film director may not be mentioned with Prince-
ton University very often, while George Miller the Professor will be. Thus, our
approach to name discrimination reduces to the problem of finding classes of
similar contexts such that each class represents a distinct entity. In other words,
contexts that are grouped together in the same class represent a particular entity.

In this paper we show how the unsupervised word sense discrimination meth-
ods of Purandare and Pedersen (e.g., [12], [13]) can be applied to the problem
of name discrimination. We begin with a summary of related work on the prob-
lem of name discrimination, and then describe our approach, which is based on
clustering second-order context vectors whose dimensions have been reduced by
Singular Value Decomposition (SVD). We present an evaluation of our approach
based on pseudo-names that we create by conflating two related names in a large
corpus of newswire text.

2 Related Work

The problem of name discrimination is a natural extension to work that identifies
named entities in text. This was shown in early work by Wacholder, et. al. [15],
who developed an integrated approach to identifying named entities and resolv-



ing any ambiguities that might be present based on knowledge of co–occurring
names in the context, and a database of known names.

Cross document co–reference resolution is closely related to name discrimi-
nation, in that it seeks to resolve referents across multiple documents. There are
several variations to this problem. For example, there may be multiple forms
of the same name (J. Smith and John Smith and Mr. Smith), or there may be
titles, pronouns, etc. that refer to an entity (J.Smith, the President, him). We
focus on the more specific problem of identifying which entities the particular
form of a name refer to. For example, John Smith may be mentioned in 30 docu-
ments. Our objective is to determine how many different individuals this entails.
While we do not explicitly find chains of references, in fact this would be easy
to reconstruct from our results since each occurrence of a name will appear in a
cluster. All of the members of a single cluster can then be considered to form a
chain of references.

Bagga and Baldwin [1] propose a method based on creating first order context
vectors that represent each instance in which an ambiguous name occurs. Each
vector contains exactly the words that occur within a 55 word window around
the ambiguous name, and the similarity among names is measured using the
cosine measure. In order to evaluate their approach, they created the John Smith
corpus, which consists of 197 articles from the New York Times that mention 35
different John Smiths.

Gooi and Allan [5] present a comparison of Bagga and Baldwin’s approach to
two variations of their own. They used the John Smith Corpus, and created their
own corpus which is called the Person-X corpus. Since it is rather difficult to ob-
tain large samples of data where the actual identity of a truly ambiguous name
is known, the Person-X corpus consists of pseudo-names that are ambiguous.
These are created by disguising known names as Person-X, thereby introduc-
ing ambiguities. There are 34,404 mentions of Person-X, which refer to 14,767
distinct underlying entitles. Gooi and Allan re–implement Bagga and Baldwin’s
context vector approach, and compare it to another context vector approach
that groups vectors together using agglomerative clustering. They also group
instances together based on the Kullback–Liebler Divergence. Their conclusion
is that the agglomerative clustering technique works particularly well.

Mann and Yarowsky [9] have proposed an approach for disambiguating per-
sonal names using a Web based unsupervised clustering technique. They rely
on a rich feature space of biographic facts, such as date or place of birth, oc-
cupation, relatives, collegiate information, etc. A seed fact pair (e.g., Mozart,
1776), is queried on the Web and the sentences returned as search results are
used to generate the patterns which are than used to extract the biographical
information from the data. Once these features are extracted clustering follows.
Each instance of an ambiguous name is assigned a vector of extracted features,
and at each stage of cluster the two most similar vectors are merged together
to produce a new cluster. This step is repeated until all the references to be
disambiguated are clustered.



There has also been work on name disambiguation using supervised learning
approaches in a number of different domains. These approaches rely on having
some number of examples available, where the underlying entity for an ambigu-
ous name is known prior to learning.

For example Han et. al. [6] address the problem of resolving ambiguity in
bibliography entries, such as J. Smith versus John Smith versus J.Q. Smith.
They rely on the use of co–occurrence relations among the names. For example,
if J.Q. Smith and Johnny Smith both wrote articles with H. L. Hutton, then
they might conclude that J.Q. and Johnny are one in the same. They compare
the use of Naive Bayesian classifiers and Support Vector Machines, and conclude
that both methods are effective in certain circumstances.

Name disambiguation is also a problem in the medical domain. For exam-
ple, Hatzivassiloglou, et. al. [7] point out that genes and proteins often share
the same name, and that it’s important to be able to identify which is which.
They employ a number of well known word sense disambiguation techniques and
achieve excellent results. Ginter, et. al. [4] develop an algorithm for disambigua-
tion of protein names based on weighted features vectors derived from surface
lexical features and achieve equally good results.

3 Discrimination by Clustering Similar Contexts

Purandare and Pedersen (e.g., [12], [13]) have developed methods of cluster-
ing multiple occurrences of a given word into senses based on their contextual
similarity. In this paper we adapt those techniques to the problem of name dis-
crimination.

We begin by collecting some number of instances of an ambiguous name.
Each instance consists of approximately 50 words, where the ambiguous name
is found in the center of the context.

Then we identify significant bigrams in the contexts to be clustered1. A
bigram is a sequence of two words that may or may not be adjacent. In our work
we generally allow bigrams to be an ordered pair of non–consecutive words and
permit one intermediate word between them, or bigrams with a window size of 3.
A bigram is judged significant by measuring the log–likelihood ratio between the
two words. If that score is greater than 3.814 then the bigram is significant and
selected as a feature. Note that we employ a technique known as OR stop–listing
and remove any bigram that is made up of one or two stop–words. Thus, the
bigrams we select are made up of two content words.

We build a matrix based on the set of significant bigrams that we identify.
The rows in this matrix represent the first word in the bigram, and the columns
represent the second word. Each cell in the matrix contains the log–likelihood
ratio associated with the bigram represented by the row and column. Thus, each
row of this matrix can be viewed as a word vector made up of log–likelihood
1 It would be possible to identify these features in a separate large corpus of training

data. However, in this work we are identifying the features in the instances that are
to be clustered.



ratios, where the word is represented by words with which it co–occurs. Since
the bigrams are ordered, this matrix is not symmetric. This matrix is also very
sparse, since many words that form bigrams only occur with a small number of
other words.

Because of it’s large size and sparsity, we employ Singular Value Decompo-
sition (SVD) to reduce the dimensionality. We reduce the matrix to 10% of it’s
original number of columns, or 300 columns, whichever is least. Thus, any matrix
of 3,000 or more columns will be reduced to 300 columns, while those less than
3,000 columns are reduced to 10% of their number of columns. Note that SVD
reduces the number of columns, but not the number of rows. The reduction has
two effects. First, it acts as a smoothing operation, where the resulting matrix
will have very few (if any) zero values. Second, it has the effect of reducing the
words that make up the columns from a word level feature space into a concept
level semantic space.

The SVD reduced bigram matrix is used to create second order context vectors
([14]) that will represent the instances to be clustered. Each word in the context
of the ambiguous name that has a row vector in the SVD reduced matrix will
be represented by that vector. All the vectors associated with the context that
are found in the SVD reduced matrix are averaged together to create an overall
representation of the context.

The use of SVD and the averaging of word vectors to create a second order
context representation has been employed by Schütze ([14]) in the context of
word sense discrimination research, and in Latent Semantic Analysis [8], and
Latent Semantic Indexing [2]. Our approach is certainly related to this, although
our use of bigram features and the log–likelihood scores makes it somewhat
distinct, since the usual technique is to create a word co–occurrence matrix that
employs frequency counts.

The general intuition behind the second order representation is that it cap-
tures indirect relationships between words. For example, suppose that the word
shoot forms significant bigrams with the words murder, bullets, and weapon, and
that gun forms significant bigrams with fire, bullets, and murder. Our intuitive
understanding that shoot and gun are related is confirmed by the shared second
order relationships they have with murder and bullets.

4 Clustering

Once the instances to be discriminated are represented by second order context
vectors, they are clustered such that the instances that are similar to each other
are placed into the same cluster.

Clustering algorithms are typically classified into three main categories: hi-
erarchical, partitional, and hybrid. It is generally believed that the quality of
clustering by partitional algorithms such as k–means is inferior to that of the
agglomerative methods such as average link. However, a recent study by Zhao
and Karypis [16] has suggested that these conclusions are based on experiments



conducted with smaller data sets, and that with larger data sets partitional
algorithms are not only faster but lead to better results.

In particular, Zhao and Karypis recommend a hybrid approach known as
Repeated Bisections. This overcomes the main weakness with partitional ap-
proaches, which is the instability in clustering solutions due to the choice of the
initial random centroids. Repeated Bisections starts with all instances in a sin-
gle cluster. At each iteration it selects one cluster whose bisection optimizes the
given criteria function. The cluster is bisected using standard K-means method
with K=2, while the criteria function maximizes the similarity between each in-
stance and the centroid of the cluster to which it is assigned. As such this is a
hybrid method that combines a hierarchical divisive approach with partitioning.

5 Experimental Data

Our experimental data is made up of six pairs of pseudo-names that are generated
by identifying pairs of names that occur in a large corpus of newswire text. Six
pairs of names were selected that represent different frequency distributions and
types of names. Once selected, all of the instances associated with each pair
were extracted from the corpus and placed in separate files (one file per pair).
Each instance consists of approximately 25 words to the left and right of the
ambiguous name. After the pairs were extracted, they were conflated in each file
by creating an obfuscated form of the name that is used in place of both names.
For example, one of our pairs was “David Beckham” and “Ronaldo”. All of the
instances in the corpus that included either name were extracted, and then all
occurrences of both name were replaced with the obfuscated form “RoBeck”.
Discrimination is then carried out in a completely unsupervised way, meaning
that we don’t use the knowledge of the correct name until evaluation.

The corpus employed in these experiments is the Agence France Press English
Service (AFE) portion of the GigaWord English Corpus, as distributed by the
Linguistic Data Consortium. The AFE corpus consists of 170,969,000 words of
English text which appeared in the AFE newswire from May 1994 to May 1997,
and from December 2001 until June 2002. In all this represents approximately
1.2 GB of text (uncompressed).

The pairs of names we selected and their frequency of occurrence are shown
in Table 5. This also shows the combined frequency of the pseudo-name, and the
percentage which the more common of the two names occurs in reality. This last
value represents the majority class, and is the level of accuracy that a baseline
clustering algorithm could achieve by simply placing all instances in one cluster.

These pairs were selected to try and force our methods to make relatively
fine grained distinctions between the words/senses that make up the pair. One
known drawback of pseudo–words arises when the component words are ran-
domly selected. In such a case, it is very likely that the two senses represented
will be quite distinct ([3]). We have adopted a solution to this problem that is
somewhat similar to that of Nakov and Hearst [11], who suggest creating psuedo



words of words that are individually unambiguous, and yet still related in some
way.

For example, we make distinctions between two soccer players (RoBeck),
an ethnic group and a diplomat (JikRol), two computer companies (MSIBM),
two political leaders (MonSlo), a nation and a nationality (JorGypt), and two
countries (JapAnce). Note that our task has now become finding the original
and correct name that was in the corpus before it was obfuscated. In general the
names we have selected have only one underlying entity, for example, “David
Beckham” always refers to the soccer player, and Microsoft always refers to the
software company. However, “Jordan” is an exception. The dominant sense is
that of the country (given the nature of the news wire text) but there are also
occurrences of the famous American basketball player. This may well have an
impact on the results of clustering, which we will discuss in our analysis.

Table 1. Conflated Pairs of Names

Name1 Count1 Name2 Count2 Conflated Total Majority

Ronaldo 1,652 David Beckham 740 RoBeck 2,452 69.3%
Tajik 3,002 Rolf Ekeus 1,071 JikRol 4,073 73.7%
Microsoft 3,401 IBM 2,406 MSIBM 5,807 58.6%
Shimon Peres 7,846 Slobodan Milosevic 6,176 MonSlo 13,734 56.0%
Jordan 25,539 Egyptian 21,762 JorGypt 46,431 53.9%
Japan 118,712 France 112,357 JapAnce 231,069 51.4%

Each pair of words is processed separately, so we are making a 2 class dis-
tinction in this study. In future work we will conflate larger number of names so
that we are making distinctions between more underlying entities.

The two clusters are evaluated by replacing the conflated form of the word
with the correct original, and determining which name should be assigned to
which cluster in order to maximize accuracy. This can be thought of as similar
(but not exactly equivalent) to measuring the purity of the clusters. We can find
the maximum accuracy by considering the results (once the known identities are
available) as a two-by-two cross classification table, that shows the distribution
of names and clusters. An example is shown in Figure 5. Each row represents the
distribution of the instances in the clusters as compared to their actual identity,
and each column shows the distribution of the actual identities in the clusters.
We can find the assignment of clusters to identities that maximizes the accuracy
by simply reordering the columns of the matrix such that the main diagonal sum
is maximized.

From Figure 5, we can see that the assignment of Peres to C1, and Milose-
vic to C2, results in an accuracy of 91.4% ((6,573 + 6,012)/13,734), while an
assignment of Peres to C2 and Milosevic to C1 results in accuracy of 8.6% (36
+ 1,149)/13,734).

We measure the precision and recall based on the maximally accurate as-
signment of names to clusters. Precision is defined as the number of instances



Milosevic Peres Peres Milosevic
C1 36 6,537 6,573 C1 6,573 36 6,573
C2 6,012 1,149 7,161 C2 1,149 6,012 7,161

6,048 7,686 13,734 7,648 6,048 13,734

Fig. 1. Assigning Cluster to Name

that are clustered correctly divided by the number of instances clustered, while
recall is the number of instances clustered correctly over the total number of
instances2. From these values we compute the F–measure, which is two times
the product of precision and recall, divided by the sum of precision and recall.

6 Experimental Methodology

There are several significant issues that determine how accurate this approach
can be. First, we must determine the size of the context around the ambiguous
name to be clustered. We refer to this as the test scope. This size of the test
scope determines how many words make up the averaged vector that represents
the context. Note that when we set our test scope to a value of N, it means use
all of the words within N positions of the target word on both sides that have a
row vector associated with them in the SVD reduced bigram matrix.

A small test scope is predicated on the idea that the words nearest the
ambiguous name will be the most important indicators of how it should be
clustered. For example, in the case of names of people, titles or affiliations might
be located in close proximity. However, a larger test scope brings in more context,
and allows for more content to be included in the averaged vector, potentially
making it possible to make finer grained distinctions.

As there are good arguments in favor of both approaches, we will experiment
with test scopes of 5 and 20, where a test scope of N means represent the context
with the average of all the vectors found for words within N positions to the left
and right of the ambiguous name.

The training scope is also a significant factor. This determines how large
a context around the ambiguous name will be used for identifying the bigram
features. If the training scope is set to N, it means that we restrict consideration
of bigrams to those that occur within N positions of the ambiguous name.

A smaller training scope will focus the search for bigrams on those that are
near or include the ambiguous name (in the case of one word names). This can
result in a small number of very reliable collocational features. However, a larger
training scope may find bigrams related to the identity of the ambiguous name
that do not necessarily include the name itself.

Again, since there are interesting possibilities with both larger and smaller
training scopes, we will run experiments with that scope set to 5 and 30.
2 The clustering algorithm that we use has the option of not placing an instance in

any cluster, which is why precision and recall may differ.



Note that in this experiment the test and training data are the same. We use
the training data for feature identification, and then the test data is what we
use to determine how we build the second order context representation.

In addition, we hypothesize that the potential role of SVD is unclear. The sec-
ond order co–occurrence features already help to represent indirect relationships,
so it’s not clear that the smoothing and identification of principle dimensions
done by SVD adds significantly to the results.

In all cases we used bigram features and selected those by taking all bigrams
that occurred 5 or more times, and had an associated log-likelihood score of
3.814 or above. We used a standard stop–list of function words, and discard any
bigram as a feature if it consists of 1 or 2 stop words.

7 Experimental Results and Discussion

For each of our six pseudo-names, we run eight different experiments. We run
all possible combinations of experiments where the test scope is set to 5 and 20,
the training scope is set to 5 and 20, and we may or may not use SVD.

We show the results of all eight experiments for each conflated pseudo-word
in Table 7. This table shows the F-measure for each combination of settings,
and also provides general information about the conflated word such as the total
number of instances to be clustered, and the percentage of those that belong to
the majority identity. Remember that this value can serve as a lower bound for
these approaches, since a method that placed every instance in a single cluster
would attain this level of accuracy.

For smaller samples of data, we observe that SVD will at times offer an im-
provement, but in general does not lead to significant improvements. RoBeck
(test=5, training=5) is one case where SVD offers a significant improvement,
from 57.3 to 78.4. Given this relatively small amount of data (using small win-
dows for both test and training purposes) the resulting bigram vector is very
sparse, and using SVD helps to smooth that out and make it possible to still
draw distinctions between contexts.

We note that SVD shows a benefit for those psuedo-names with neither a
very large nor a very small number of instances. For example, it results in an
improvement for 3 of 4 cases for MonSlo, and all 4 cases for JorGypt. How-
ever, JapAnce shows no such improvement, and in fact the overall results are
somewhat disappointing in that they are less than the majority sense. We hy-
pothesized that the very large size (more than 200,000 instances) of the data
may have had a negative impact, but upon reducing the size of the experiment
to 40,000 instances we found essentially identical results. Thus, we believe that
this pair might represent a very hard sense distinction to make. While Japan
and France are clearly distint geographically and culturally, it may be that they
arise in so many different contexts in news text that there are no consistently
strong discriminating features that can be identified. This remains an interesting
issue for future exploration.



Table 2. F-Measures for Name Discrimination

test scope test scope
5 20

training scope training scope
5 20 5 20

RoBeck 2,452 to cluster no SVD 57.3 72.7 85.9 64.7
(69.3) majority SVD 78.4 71.0 81.9 64.9

JikRol 4,073 to cluster no SVD 94.7 96.2 91.0 90.4
(73.7) majority SVD 90.9 93.5 87.2 89.3

MSIBM 5,807 to cluster no SVD 47.7 51.3 68.0 60.0
(58.6) majority SVD 52.8 52.6 57.2 58.5

MonSlo 13,734 to cluster no SVD 62.8 96.6 54.6 91.4
(56.0) majority SVD 80.0 91.4 82.2 94.2

JorGypt 46.431 to cluster no SVD 56.6 59.1 57.0 53.0
(53.9) majority SVD 56.8 62.2 61.5 61.5

JapAnce 231,069 to cluster no SVD 51.1 51.1 50.3 50.3
(51.4) majority SVD 51.1 51.1 50.3 50.3

The effect of the variations in the test and training scope are quite interesting.
First, the best results for each pair of words came about by either using a small
test scope with a large training scope (test = 5, train = 20) or a large test scope
with a small training scope (test=20, train = 5). There was no case where the
small scopes or large scopes alone gave the best results. We believe that this
shows that the scopes are complementary.

A large test scope means that there are many words in the context that
will be used to create the averaged vector. If those words are represented by a
feature vector that is derived from a large training scope, then the combination
of these two wide scopes leads to overly general information. However, if the
training scope is small, then the words that occur in the context vector are all
represented relative to words that are known to occur near the ambiguous name
in the training data. A similar argument can be made for the case of a small test
scope and a large training scope. The small test scope means that the averaged
context vector will be made up of a small number of words that occur near the
ambiguous noun. The words that make up the contexts may all be fairly distinct,
but the co–occurrence information derived from a larger training scope will make
it possible to identify them as being similar with other words in the test scope.



8 Future Work

The experiments in this paper all focus on binary distinctions, between two rel-
atively distinct entities. We will extend these experiments in future to make
distinctions among a larger number of underlying individuals. Rather than sim-
ply using pseudo-names, we will use the John Smith corpus as described in the
work of Bagga and Baldwin, as well as the data used in the Mann and Yarowsky.

The use of this data will also introduce the other side of the name discrimi-
nation problem, that is in identifying two different names that refer to the same
person (e.g., Mr. Smith and John Smith). Fortunately our techniques can be
used without modification for this particular problem, and we are optimistic
that they will perform well.

We are also developing techniques for looking at the content of the clusters
to identify the entity associated with a particular cluster. We have experimented
with identifying the most significant features in the clusters of text, and these
provide very simple descriptive terms that might describe the entity. However,
we wish to improve this approach to the point where it is more analogous to
generating a summary of the text in the cluster, and thereby become a tool for
knowledge discovery.

9 Conclusions

We have found that the method of Purandare and Pedersen for discriminating
word senses by clustering similar contexts performs well in discriminating among
ambiguous names. This is an unsupervised approach, so the fact that it nearly
always out performs the majority baseline clustering method is significant. We
observed that the test and training scopes are complementary, and should be set
such that one is small and the other is large in order to get optimal results.
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