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Abstract

In virtual environments, perceived egocentric distances are often underestimated when
compared to the same distance judgments in the real world. The research presented in this
paper explores two possible causes for this reduced distance perception in virtual environ-
ments: (1) real-time computer graphics rendering, and (2) immersive display technology.
Our experiment compared egocentric distance judgments in three complex, indoor envi-
ronments: a real hallway with full-cue conditions; a virtual, stereoscopic, photographic
panorama; and a virtual, stereoscopic computer model. Perceived egocentric distance was
determined by a directed walking task in which subjects walk blindfolded to the target. Our
results show there is a significant difference in distance judgments between real and vir-
tual environments. However, the differences between distance judgments in virtual photo-
graphic panorama environments and traditionally rendered virtual environments are small,
suggesting that the display device is affecting distance judgments in virtual environments.
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Abstract

In virtual environments, perceived egocentric distances are often
underestimated when compared to the same distance judgments
in the real world. The research presented in this paper explores
two possible causes for this reduced distance perception in virtual
environments: (1) real-time computer graphics rendering, and (2)
immersive display technology. Our experiment compared egocen-
tric distance judgments in three complex, indoor environments: a
real hallway with full-cue conditions; a virtual, stereoscopic, pho-
tographic panorama; and a virtual, stereoscopic computer model.
Perceived egocentric distance was determined by a directed walk-
ing task in which subjects walk blindfolded to the target. Our results
show there is a significant difference in distance judgments between
real and virtual environments. However, the differences between
distance judgments in virtual photographic panorama environments
and traditionally rendered virtual environments are small, suggest-
ing that the display device is affecting distance judgments in virtual
environments.

CR Categories: I.3.7 [Computing Methodologies ]: Computer
Graphics—3D Graphics

Keywords: perception, immersive environments, virtual environ-
ments, virtual reality, egocentric distance

1 Introduction

The perceived distance to objects in virtual environments when
viewed through head-mounted display (HMD) systems have gen-
erally been shown to be underestimated. The same distance judg-
ments conducted in the physical world have been shown to be quite
accurate for distances up to about 25 meters [Knapp 1999]. The
exact reason for this disparity and compression of space in a virtual
environment is unknown. In this paper, we report results from ex-
periments designed to explore the cause of this perceived distance
compression.

There are two likely causes for the perceived compression of
space in virtual environments. Either information is missing from
the scene’s rendering, or the underestimation of distance stems from
the display system. In real-time rendering environments, the graph-
ics pipeline is impoverished; reflective highlights, inter-reflections,
and global illumination are missing or inaccurate. In addition, the
richness of geometric detail found in the real world cannot yet be
fully modeled in real-time computer graphics. Similarly, current
display technology is insufficient for reproducing the resolution and
field of view of the human vision system. In HMDs, users may not

feel immersed in the environment, due to factors such as accommo-
dation to the fixed distance of the screens. The inability to perceive
depth correctly in virtual environments is most likely due to a com-
bination of both the display systems and the rendered graphics.

We conducted experiments comparing human depth perception
in the real world to performance in virtual environments experi-
enced through a head-mounted display system. The environments
consisted of (1) real world hallway environment; (2) virtual, stereo-
scopic, real-time geometric model of the hallway environment; (3)
virtual, stereoscopic, photographic panoramas of the hallway. The
real environment provides us with a degree of certainty that the ex-
perimental methodology is correct in that the experimental results
should be consistent with previous human performance in real en-
vironments. For the traditional virtual environment, we created a
polygonal, scaled version of the real world hallway environment.
The panorama environment was based on photographic images of
the hallway which allowed us to explore distance perception in the
presence of pictorial cues such as shadows, inter-reflections, global
illumination, etc., which are often left out of real-time computer-
generated worlds due to computational and rendering constraints.
These additional cues were presented to the subjects by captur-
ing stereoscopic panoramas of the same hallway junction, simi-
lar in spirit to the image-based virtual environments created by
Chen [1995].

If subjects perceive distance more accurately in the photographic
panorama environment over the computer-generated geometric en-
vironment, our experiment suggests that the underestimation of
depth may be a graphics rendering issue. However, if subjects
do not perform differently in the photographic panorama environ-
ment versus the computer-generated geometric environment, then
the perceived distance compression is most likely a result of defi-
ciencies in the display system.

In Section 2 we describe basic research in spatial vision, as well
as research specifically addressing differences in spatial vision be-
tween real and virtual environments. We describe the structure of
the experiment and the equipment used in Section 3. The remain-
der of the paper details the results of our experiment (Section 4) and
conclusions we can draw from this research (Section 5).

2 Related Work

In the past, depth perception research has been conducted mainly by
the psychology community. However, it is becoming increasingly
important to research in the computer graphics field.

The perception of depth is controlled by several physiological
and pictorial cues including accommodation, convergence, stere-



opsis, familiar size, relative size, eye height, aerial perspective,
texture, shading, and motion parallax [Cutting and Vishton 1995;
Palmer 1999]. These cues provide both absolute and relative depth
information. Our experiment focused on the perception of absolute
egocentric distances in virtual environments. Absolute egocentric
distance refers to an actual metric distance between an observer and
an external target.

Prior spatial vision research has shown that visually directed
actions such as blind walking to a previously viewed target are
good probes for investigating how physical space maps to per-
ceived visual space [Loomis et al. 1992; Philbeck and Loomis 1997;
Philbeck et al. 1997; Rieser et al. 1990]. In such studies, subjects
are first allowed to view targets and then asked to walk without vi-
sion to the location of the perceived target. Results from these stud-
ies, conducted in real world hallways and outdoor spaces, with full
cue conditions, show that subjects are accurate at judging distances
between 1 and 25 meters.

More recent work has been conducted in virtual environments
to compare the results of real world perception with perception in
immersive virtual environments. As in the physical world, visually
directed actions, such as blind walking, have been used as probes
for perceived distance in the virtual world [Knapp 1999; Loomis
and Knapp in press; Witmer and Kline 1998]. Results from these
and other distance estimate studies [Lampton et al. 1995], with one
exception [Witmer and Sadowski 1998], have shown a large un-
derestimation in perceived distance in the virtual environment that
varied from about 50% to 70% of the true distances.

Several computer graphics researchers have called for the val-
idation and verification of virtual environments [Stanney 1995;
Zeltzer and Pioch 1996] with respect to the physical world, but
only a few researchers have tried to evaluate perception in virtual
environments. Some researchers have investigated training trans-
fer [Koh et al. 1999], while others have tried to account for how
the feeling of immersion is affected by visual depth cues such as
accommodation [Ellis and Menges 1997; Neveu et al. 1998; Sur-
dick et al. 1997]. Recent research evaluated the effectiveness of
stereopsis, cast shadows, and diffuse inter-reflections in signaling
imminent contact in a manipulation task [Hu et al. 2000]. Much
of the virtual environment perception investigations have been con-
ducted with impoverished models [Eggleston et al. 1996; Henry
1992; Rademacher et al. 2001] and lower resolution display sys-
tems [Henry 1992; Rademacher et al. 2001].

Our research contributes by providing data important to under-
standing depth perception in complex virtual environments. We
explore the causes for the perceived underestimation of distance
in complex real-world, non-synthetic environments viewed through
head-mounted displays. To our knowledge, no one has published
research that has investigated perceived distances in an image-based
virtual environment such as the one we tested with our photographic
panoramas.

3 Experiment Description

The goal of this experiment is to provide insight into the underes-
timation of egocentric distance judgments in virtual environments.
We probed subjects’ perception of egocentric distance using a di-
rected walking task in which subjects walked without vision to a
previously viewed target. The target was placed on the ground at
distances of 2m, 3.5m, and 5m. These distances were chosen due
to the physical limits of our tracked lab space. All subjects were
college age, were given a stereogram eye test, and had normal or
corrected to normal vision. Our subject pool consisted of 6 females
and 6 males. Each subject performed a total of 36 trials in three
conditions: (1) real hallway, (2) virtual 360 degree photographic
panorama of the real hallway displayed at the highest available res-
olution in our HMD, and (3) fully polygonal, computer graphics

Figure 1: Sample panorama of T-junction hallway used in experi-
ments. The target is located in the right most hallway.

(a) Panoramic (b) Polygonal

Figure 2: Composite of panorama and polygonal environments.
The target image is inlaid.

rendering of the same hallway displayed in our HMD. All environ-
mental conditions were presented binocularly. Three training trials
were conducted for each condition followed by three trials at each
of the three distances. No feedback was provided during any phase
of the experiment. The order in which the environment conditions
were presented was randomized over the subject pool. Target dis-
tance ordering was also randomized.

Prior to each experimental condition, subjects practiced blind
walking. Training consisted of the subjects walking blindfolded
in a hallway for approximately 5 minutes.

For each trial, subjects were shown a target located on the floor.
The target used in all of these experiments was a bright orange fris-
bee. Subjects were instructed to obtain a good image of the target
and their local surroundings. Each subject was told that a “good
image” is obtained if when the subject closed their eyes, he or she
would still be able to “see” the environment, and most importantly,
the target. Cognitive maps such as these have been extensively ex-
plored in the perception literature, as well as some virtual envi-
ronment studies [Billinghurst and Weghorst 1995]. Subjects were
allowed to rotate their head about their neck, but were instructed
not to move their head from side to side or back and forth, in or-
der to reduce depth cues resulting from motion parallax. Subjects
viewed the current environment until they felt they had obtained
a good image of the target and the scene. Once a good image
was achieved, subjects either blindfolded themselves or the HMD
screen was cleared to black. Subjects then started walking toward
the target location. All subjects were directed to walk purposefully
and decisively to the target location and stop walking when they
felt their feet were where the target had been observed. The same
instructions were provided for each environment.



Environment Comparison F p

Panoramic Image vs. Real 14.079 0.004
Computer Geometry vs. Real 24.806 0.001
Panoramic vs. Geometry 0.801 0.392

Table 1: ANOVA Analysis between Environment Conditions.

3.1 Equipment and Software

The equipment used in this experiment consisted of an nVision
Datavisor HiRes HMD with interlaced 1280x1024 resolution, full
color, and a 52 degree diagonal field of view. The angular resolu-
tion of the HMD is on the order of 2 arc minutes per pixel. The
display was configured with 100% stereo overlap between the two
eyes.

Both computer generated environments were rendered on an SGI
Onyx2 R12000 with two IR2 rendering pipelines. One rendering
pipeline was used for each eye to provide stereopsis. A fixed in-
terpupil distance of 6cm was used for the geometric and panoramic
virtual environments. We recorded the interpupil distance for each
subject and the average interpupil distance was 6.22cm, with the
range being defined by [5.25cm, 7.0cm]. However, it is impor-
tant to note that precise control of effective interpupular distance
in HMDs is difficult [Wann et al. 1995]. We lack precise con-
trol over image position and accommodation, and these parame-
ters cannot be determined by polling the HMD. The geometrically
modeled virtual environment ran at no less than 22 frames per sec-
ond. The polygon count in this model was approximately 28,000
polygons utilizing 35 texture files. Our software uses OpenGL and
Sense8’s WorldToolKit libraries to load a VRML model created in
Alias|Wavefront’s Maya Complete. The panoramic environment
was created from photographs taken with a Voigtländer BESSA-
L camera body equipped with a 12mm lens providing 112 degrees
vertical by 90 degrees horizontal field of view in portrait mode. The
panorama environment ran at no less than 40 frames per second.

A series of panoramic images was created, one for each eye, and
at a range of eye heights spaced at 5cm intervals. The stereo pair of
images nearest to the subject’s eye height was used for generating
the panorama of the hallway. One of the panoramas is shown in
Figure 1.

Panoramas were generated using the Panorama Factory software
package. The individual photographs were digitized and stitched
together to form a cylindrical panorama. Our virtual environment
software mapped left and right eye panoramic images onto sepa-
rate cylinders for display to the left or right eye of the subject. One
side effect of this process is the lack of visual information at the
bottom and top of the cylinder. The subjects perceived this arti-
fact as a black hole below and above them. Although subjects were
surprised to see holes in the panoramic environments and no repre-
sentation of their feet in either virtual environment, subjects were
able to continue without pause through the experiment. We are un-
certain as to how much of an effect this artifact may have had on
the subjects and we plan to study this issue further.

During the portion of the experiment conducted in the real
world hallway, the subjects’ positions and the target locations were
recorded with a Leica Reflectorless Total Station. In the portion of
the experiment in which subjects wore the HMD, subject positions
were recorded using an IS600-Mark2 Intersense tracker. Subjects
were afforded head rotation, but translations did not update the ren-
dering the subjects viewed.
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Figure 3: Average intended versus perceived distance in the real
hallway. Error bars represent ±1 SEM. The dashed line represents
ideal performance.

4 Results

We analyzed the data using a 3 (environment) x 3 (distance) x 2
(sex) repeated measures ANOVA, with environment and distance
as within-subjects variables and sex as a between-subjects variable.
The results from our experiments indicate that there is a significant
difference (ppano = 0.004 and pcg = 0.001) in performance be-
tween the real world condition and both of the virtual environment
conditions. The ANOVA summary is provided in Table 1. Fig-
ures 3, 4, and 5 show the perceived egocentric distance averages for
the real hallway environment, the panoramic virtual environment,
and the polygonal virtual environment, respectively. Perceived dis-
tance data was averaged across all subjects. In these plots, error
bars represent ±1 standard error of the mean (SEM). The plot in
Figure 6 provides a direct comparison of the data.

The distance judgments based on actual images (i.e. panoramic
environment) were slightly better than those based on the computer
geometry, but the differences were small and not statistically sig-
nificant (p = 0.392). This leads us to believe that the quality of
graphics does not matter as much as previously thought and that
the display is playing a large roll in the compression of distance
our subjects perceived. While we did confirm results obtained by
previous research that distance perception in virtual environments
is foreshortened compared to distance perception in real environ-
ments, it is worth noting that the distance judgments made in the
computer geometry condition were more accurate than those re-
ported by most other researchers [Knapp 1999; Witmer and Kline
1998; Witmer and Sadowski 1998].

5 Conclusions

Our research has examined two likely causes for the compression
of perceived distances in virtual environments. The lack of cor-
respondence between intended and perceived distances is either
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Figure 4: Average intended versus perceived distance in the stereo-
scopic, panorama environment. Error bars represent ±1 SEM. The
dashed line represents ideal performance.

due to missing information in the scene’s rendering or due to ar-
tifacts of the display technology. In order to examine this effect,
we conducted trials in a real world hallway, a virtual image-based
panorama environment, and a traditional, polygonal, virtual envi-
ronment.

Our data shows that subjects were quite accurate in the directed
walking task in the real world hallway. We have also found a sig-
nificant difference in the perceived distance in the real world ver-
sus both of the virtual environments. These results provide us with
confidence that our experimental methodology is correct since our
results are consistent with those found by both the spatial vision
and computer graphics research communities.

It was expected, prior to the experiment, that the average per-
ceived distance in the computer geometry condition would have
been less accurate, resulting in a statistically significant difference
in perceived distance between the image-based panorama environ-
ment and the computer geometry condition. This increased sense of
space may be due, in part, to the geometric complexity found in our
model of the hallway, in comparison with simpler geometries used
in other research. Additionally, the high resolution of our display
system may have contributed to more accurate correlation between
intended and perceived distance.

This technical report presents some of the first data to evaluate
egocentric distance perception using high-resolution photographs
in an immersive display. Because the difference in perception be-
tween the computer geometry and photographic panorama con-
ditions was not statistically significant, it suggests that the head-
mounted display is one source of perceived spatial compression in
virtual environments. While these conclusions are interesting, un-
derstanding the causes and magnitude of spatial compression in vir-
tual environments requires substantial additional investigation and
should be explored thoroughly.
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Figure 5: Average intended versus perceived distance in the com-
puter graphics modeled hallway. Error bars represent ±1 SEM. The
dashed line represents ideal performance.
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