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Abstract
In virtual environments, perceived egocentric distances

are consistently underestimated when compared to the same
distance judgments in the real world. The research pre-
sented in this paper explores two possible causes for the
compressed distance perception in virtual environments:
(1) real-time computer graphics rendering, and (2) immer-
sive display technology. Our results show there is a sig-
nificant difference in distance judgments between real and
virtual environments. However, the differences between dis-
tance judgments in virtual photographic panorama environ-
ments and traditionally rendered virtual environments are
small, suggesting that the display device is affecting dis-
tance judgments in virtual environments.

1. Introduction

The perceived distance to objects in virtual environ-
ments when viewed through head-mounted display (HMD)
systems have been shown to be consistently underestimated.
The same distance judgments conducted in the physical
world have been shown to be quite accurate for distances
up to about 25 meters [3]. The exact reason for this dis-
parity and compression of space in a virtual environment
is unknown. In this paper, we report results from experi-
ments designed to explore the cause of this perceived dis-
tance compression. There are two likely causes for the per-
ceived compression of space in virtual environments. Either
information is missing from the scene’s rendering, or the
underestimation of distance stems from the display system.

2. Experiment Description

We probed subjects’ perception of absolute egocentric
distance [2] using a directed action task [4, 5, 6, 7] in which
subjects walked without vision to a previously viewed tar-
get. The target was placed on the ground at distances of
2m, 3.5m, and 5m. All subjects were college age, were
given a stereo-gram eye test, and had normal or corrected
to normal vision with contacts. Our subject pool consisted
of 6 females and 6 males. Each subject performed a total
of 36 trials in three conditions: (1) real hallway, (2) vir-

tual 360 degree stereo, photographic panorama of the real
hallway displayed at the highest available resolution in our
HMD, and (3) fully polygonal, computer graphics rendering
of the same hallway displayed in our HMD. All environ-
mental conditions were presented binocularly. Three train-
ing trials were conducted for each condition followed by
three trials at each of the three distances. No feedback was
provided during any phase of the experiment. The order in
which the environment conditions were presented was ran-
domized over the subject pool. Target distance ordering was
also randomized.

Prior to each experimental condition, subjects practiced
blind walking. Training consisted of the subjects walking
blindfolded in a hallway for approximately 5 minutes. For
each trial, subjects were shown a target located on the floor.
The target used in all of these experiments was a bright or-
ange frisbee. Subjects were instructed to obtain a good im-
age of the target and their local surroundings. Each subject
was told that a “good image” is obtained if when the sub-
ject closed their eyes, he or she would still be able to “see”
the environment, and most importantly, the target. Cogni-
tive maps such as these have been extensively explored in
the perception literature, as well as some virtual environ-
ment studies [1]. Subjects were allowed to rotate their head
about their neck, but were instructed not to move their head
from side to side or back and forth, in order to reduce depth
cues resulting from motion parallax. Once a good image
was achieved, subjects either blindfolded themselves or the
HMD screen was cleared. Subjects were directed to then
start walking toward the target in a purposeful and deci-
sive manner and stop walking when they felt their feet were
where the target had been observed.

2.1. Equipment and Software

The equipment used in this experiment consisted of an
nVision Datavisor HiRes HMD with interlaced 1280x1024
resolution, full color, stereo, and a 52 degree diagonal field
of view. Both computer generated environments were ren-
dered on an SGI Onyx2 R12000 with two IR2 rendering
pipelines. A fixed interpupil distance of 6cm was used
for the geometric and panoramic virtual environments. We
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Figure 1. Comparison of results.

recorded the interpupil distance for each subject with the
average interpupil distance being 6.22cm. Due to the lack
of precise control over image position and accommodation
in HMDs and the adjustments users can make which cannot
be determined by polling the HMD, we can only roughly
control the interpupil distance of the HMD. The geomet-
rically modeled virtual environment ran at no less than 22
frames per second. The polygon count in this model was
approximately 28,000 polygons utilizing 35 texture files.
The panoramic environment was created from stereo pho-
tographs taken at a range of eye heights spaced at 5cm in-
tervals with a camera body equipped with a 12mm lens pro-
viding 112 degrees vertical by 90 degrees horizontal field of
view in portrait mode. The panorama environment ran at no
less than 40 frames per second.

3. Results and Conclusions

We analyzed the data using a 3(environment) x 3(dis-
tance) repeated measures ANOVA. The results from our
experiments indicate that there is a significant difference
(ppano = 0.004 and pcg = 0.001) in performance between
the real world condition and both of the virtual environment
conditions. The plot in Figure 1 provides a direct compari-
son of the data from the three environments.

The distance judgments based on actual images (i.e.
panoramic environment) were slightly better than those
based on the computer geometry, but the differences were
small and not statistically significant (p = 0.392). This
leads us to believe that the quality of graphics does not mat-
ter as much as previously thought and that the display is
playing a large roll in the compression of perceived dis-
tance. While we did confirm results obtained by previ-
ous research that perception in virtual environments is fore-
shortened compared to perception in real environments, it is

worth noting that the distance judgments made in the com-
puter geometry environment of our study were more accu-
rate than those reported by most other researchers [3, 8, 9].
It was expected, prior to the experiment, that the average
perceived depth in the computer geometry condition would
have been less accurate, thus resulting in statistical signifi-
cance between the image-based panorama environment and
the computer geometry condition. This increased sense of
space may be due, in part, to the geometric complexity
found in our model of the hallway, in comparison with sim-
pler geometries used in other research. Additionally, the
high resolution of our display system may have also con-
tributed to the more accurate perception.

Our paper is the first to evaluate egocentric distance per-
ception using high-resolution photographs in an immersive
display. Our results provide us with confidence that our ex-
perimental methodology is correct since the real hallway
data are consistent with what has been found by both the
spatial perception and computer graphics research commu-
nities. Because the difference in perception between the
computer geometry and photographic panorama conditions
was not statistically significant, it suggests that the head-
mounted display is one source of the compression in virtual
environments. While these conclusions are interesting, un-
derstanding the causes and magnitude of spatial compres-
sion in virtual environments requires substantial additional
investigation and should be explored thoroughly.
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