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Abstract

Consider a truncated circular unitary matrix which is a pn by pn submatrix of an n

by n circular unitary matrix after deleting the last n − pn columns and rows. Jiang

and Qi [17] and Gui and Qi [13] study the limiting distributions of the maximum

absolute value of the eigenvalues (known as spectral radius) of the truncated matrix.

Some limiting distributions for the spectral radius for the truncated circular unitary

matrix have been obtained under the following conditions: (1). pn/n is bounded away

from 0 and 1; (2). pn → ∞ and pn/n → 0 as n → ∞; (3). (n − pn)/n → 0 and

(n−pn)/(log n)
3 → ∞ as n → ∞; (4). n−pn → ∞ and (n−pn)/ log n → 0 as n → ∞;

and (5). n−pn = k ≥ 1 is a fixed integer. The spectral radius converges in distribution

to the Gumbel distribution under the first four conditions and to a reversed Weibull

distribution under the fifth condition. Apparently, the conditions above do not cover

the case when n − pn is of order between log n and (log n)3. In this paper, we prove

that the spectral radius converges in distribution to the Gumbel distribution as well in

this case, as conjectured by Gui and Qi [13].
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1 Introduction

The study of large random matrices can date back to nearly a century ago, and one example

is Wishart’s [33] work on statistical properties for large covariance matrices. The theory of

random matrices has been rapidly developed in last few decades and has found applications

in heavy-nuclei atoms (Wigner [32]), number theory (Mezzadri and Snaith [23]), quantum

mechanics (Mehta [22]), condensed matter physics (Forrester [11]), wireless communications

(Couillet and Debbah [7]), to just mention a few.

Statistical properties of large random matrices including their empirical spectral distri-

butions and spectral radii (the largest eigenvalues) are of particular interest in the study.

For the three Hermitian matrices including Gaussian orthogonal ensemble, Gaussian uni-

tary ensemble and Gaussian symplectic ensemble, Tracy and Widom [29, 30] show that

their spectral radii converge in distribution to Tracy-Widom laws. For more consequent

applications of Tracy-Widom laws, see, e.g., Baik et al. [3], Tracy and Widom [31], Jo-

hansson [19], Johnstone [20, 21], and Jiang [15]. For a non-Hermitian matrix, the largest

absolute value of its eigenvalues is referred to as the spectral radius. The spectral radii

for the real, complex and symplectic Ginibre ensembles are explored by Rider [25, 26] and

Rider and Sinclair [27], and their limiting distributions are usually the Gumbel distributions

instead of the Tracy-Widow laws.

In this paper, we are interested in the truncation of the circular unitary ensemble.

The circular unitary ensemble is a random square matrix with Haar measure on the uni-

tary group, and it is also called Haar-invariant unitary matrix. Truncations of large Haar

unitary matrices are employed to describe quantum systems with absorbing boundaries

(Casati et al. [4]) and have applications in optical and semiconductor superlattices (Glück

et al. [12]) and quantum conductance (Forrester [10]), among many others. More references

on applications can be found in Dong et al. [9].

Let U be an n × n circular unitary matrix. The n eigenvalues of the circular unitary

matrix U are distributed over {z ∈ C : |z| = 1} , where C is the complex plane, and their

joint density function is given by

1

n!(2π)n
·

∏︂
1≤j<k≤n

|zj − zk|2;
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see, e.g., Hiai and Petz [14]. For integer p with 1 ≤ p < n, partition U as follows

U =

⎛⎝A C∗

B D

⎞⎠
where A, as a truncation of U, is a p× p submatrix. Let z1, · · · , zp be the p eigenvalues of

A. According to Życzkowski and Sommers [34], their density function is

C ·
∏︂

1≤j<k≤p

|zj − zk|2
p∏︂

j=1

(1− |zj |2)n−p−1I(|zj | < 1) (1.1)

where C is a constant, depending on both n and p such that the above function is a

probability density.

In this paper we assume that p = pn depends on n and limn→∞ pn = ∞.

Set c = limn→∞(pn/n). Życzkowski and Sommers [34] prove that the empirical spectral

distribution of zi’s converges to the distribution with density proportional to 1
(1−|z|2)2 for

|z| ≤ c if c ∈ (0, 1). Dong et al. [9] show that the empirical spectral distribution goes to

the circular law and the arc law as c = 0 and c = 1, respectively. For more work, see also

Diaconis and Evans [8] and Jiang [15, 16].

Two recent papers by Jiang and Qi [17] and Gui and Qi [13] study the limiting distribu-

tions of the spectral radius max1≤j≤p |zj | for the truncated circular unitary ensemble. Jiang

and Qi [17] have proved that the spectral radius max1≤j≤p |zj | converges to the Gumbel

distribution when the ratio pn/n is bounded away from 0 and 1. Gui and Qi [13] further

consider the case when the limit of pn/n is 0 or 1. Since A is obtained by deleting last

n− pn rows and columns from U, we call the truncation is light if limn→∞(n− pn)/n = 0,

otherwise, the truncation is heavy if lim infn→∞(n− pn)/n > 0. The main results obtained

by Jiang and Qi [17] and Gui and Qi [13] are summarized in section 2.

Obvious, from Jiang and Qi [17] and Gui and Qi [13] we observe that the limiting distri-

bution for the spectral radius max1≤j≤p |zj | depends on the truncation parameter n−pn. We

are interested in investigating how the limiting distribution of the spectral radius changes

when the truncation parameter runs over the range 1 ≤ n − pn < n under constrain that

limn→∞ pn = ∞. The limiting distribution for the spectral radius max1≤j≤p |zj | remains

unknown when the truncation parameter n − pn is of order between log n and (log n)3.

Gui and Qi [13] conjecture that max1≤j≤pn |zj |, after properly normalized, converges in
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distribution to the Gumbel distribution in this case. In this paper, we will show that this

conjecture is true. This paper together with Jiang and Qi [17] and Gui and Qi [13] will

put an end to the study of the limiting spectral radius for the truncated circular unitary

ensemble. It is worth noting that the key approaches for the proofs in Jiang and Qi [17]

and Gui and Qi [13] are no longer applicable in the aforementioned regime, and therefore,

we have to use a totally different approach in this paper. More details will be provided in

Remark 2 in section 2.

The rest of the paper is organized as follows. The main result in this paper is given in

section 2 and the proofs for auxiliary lemmas and the main result will be given in section 3.

2 Main Result

Consider the pn × pn submatrix A, truncated from a n × n circular unitary matrix U in

section 1. Denote the pn eigenvalues of A as z1, · · · , zpn with the joint density function

given by (1.1).

The limiting distribution for the spectral radius max1≤j≤pn |zj | has been obtained by

Jiang and Qi [17] and Gui and Qi [13] under each of the following conditions:

0 < h1 <
pn
n

< h2 < 1, where h1 and h2 are two constants; (2.1)

pn → ∞ and
pn
n

→ 0 as n → ∞; (2.2)

n− pn
(log n)3

→ ∞ and
n− pn

n
→ 0 as n → ∞; (2.3)

n− pn → ∞ and
n− pn
log n

→ 0 as n → ∞; (2.4)

n− pn = k ≥ 1 is a fixed integer. (2.5)

Theorems 1 to 3 below are summarized from Jiang and Qi [17] and Gui and Qi [13].

The main contribution of the present paper is Theorem 4.
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THEOREM 1 Assume that z1, · · · , zpn have density as in (1.1), and {pn} is a sequence of

positive integers satisfying 1 ≤ pn < n and

pn → ∞ and
n− pn
(log n)3

→ ∞ as n → ∞. (2.6)

Then (max1≤j≤pn |zj |−An)/Bn converges weakly to the Gumbel distribution Λ(x) = exp(−e−x),

x ∈ R, where An = cn + 1
2(1− c2n)

1/2(n− 1)−1/2an, Bn = 1
2(1− c2n)

1/2(n− 1)−1/2bn,

cn =
(︂pn − 1

n− 1

)︂1/2
, bn = b

(︂ nc2n
1− c2n

)︂
, an = a

(︂ nc2n
1− c2n

)︂
with

a(y) = (log y)1/2 − (log y)−1/2 log(
√
2π log y) and b(y) = (log y)−1/2 for y > 3.

THEOREM 2 Under condition (2.4), (max1≤j≤pn |zj | − An)/Bn converges weakly to the

Gumbel distribution Λ(x) = exp(−e−x), x ∈ R, where An = (1 − an/n)
1/2 and Bn =

an/(2nkn) with kn = n− pn, and an is given by

1

(kn − 1)!

∫︂ an

0
tkn−1e−tdt =

kn
n
.

THEOREM 3 Under condition (2.5), 2n1+1/k

((k+1)!)1/k
(max1≤j≤pn |zj | − 1) converges weakly to

the reversed Weibull distribution Wk(x) defined as

Wk(x) =

⎧⎨⎩ exp(−(−x)k), x ≤ 0;

1, x > 0.

Remark 1. Theorems 2 and 3 are proved in Gui and Qi [13]. Theorem 1 reduces to

Theorem 2 in Jiang and Qi [17] under (2.1) and to Theorem 2 in Gui and Qi [13] under

(2.2) or (2.3). Note that condition (2.6) combines conditions (2.1), (2.2) and (2.3). In

fact, Theorem 1 can be concluded from Theorem 2 in Jiang and Qi [17] and Theorem 2 in

Gui and Qi [13] by using subsequence arguments. A proof can be outlined as follows. Let

{pn} be any sequence satisfying (2.6). Then for any subsequence {n′} of positive integers,

there always exists its further subsequence, say {n′′}, such that one of the three conditions

(2.1), (2.2) and (2.3) holds along the subsequence {n′′}. By applying Theorem 2 in Jiang

and Qi [17] or Theorem 2 in Gui and Qi [13], we know that Theorem 1 holds along the

subsequence {n′′}. This is sufficient to conclude Theorem 1 above.
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When n− pn is of order between log n and (log n)3, neither of conditions from (2.1) to

(2.5) holds. In this paper, we consider the following condition

kn = n− pn → ∞ and
kn(log n)

3

n
→ 0 as n → ∞. (2.7)

The range of pn here is wide enough to cover the gap that is not considered in Jiang and

Qi [17] and Gui and Qi [13].

To define the normalizing constants for max1≤j≤pn |zj |, set λn as the solution to

gn(λ) := λ− 1− log(λ) +
2

kn
log(1− λ) =

1

kn
log(

n

2πk
3/2
n

) (2.8)

in (0, 1). We see that gn(λ) is decreasing in (0, 1) by noting

g′n(λ) = 1− 1

λ
− 2kn

1− λ
< 0 for λ ∈ (0, 1).

Since gn(0+) = ∞ and gn(1−) = −∞, a unique solution to gn(λ) = c in (0, 1) exists for

any constant c.

Our main contribution in the paper is the following Theorem 4, which confirms the

conjecture by Gui and Qi [13].

THEOREM 4 Under condition (2.7), (max1≤j≤pn |zj | − An)/Bn converges weakly to the

Gumbel distribution Λ(x) = exp(−e−x), x ∈ R, where

An = (1− knλn

n
)1/2, Bn =

λn

2Ann(1− λn)
.

Remark 2. The eigenvalues for truncation of the circular unitary ensemble form a deter-

minantal point process and share the property of intrinsic independence. This property is

very helpful in investigating both the asymptotic distribution of the spectral radius and the

empirical spectral distribution of the eigenvalues from a determinantal point process; see,

e.g., Jiang and Qi [18], Chang and Qi [6], Chang, Li and Qi [5] for more work on limiting

empirical spectral distributions for non-Hermitian random matrices. The proof of Theo-

rem 4 is quite lengthy and will be split into a series of auxiliary lemmas in section 3. For

the case under heavy truncation, Gui and Qi [13] and Jiang and Qi [17] employ moderate

deviation principles for sum of independent random variable, but this approach does not
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work anymore for our case. In fact, when kn = n−pn is of order between log n and (log n)3,

we need a uniform estimate of the probability for a Gamma(kn) random variable falling

into the interval (0, x], where x is between 0 and some constant cn with cn < kn. Obviously,

this is beyond the range one can apply moderate deviation principles for Gamma(kn) since

Gamma(kn) is the sum of kn independent Gamma(1) random variables. Instead, we obtain

a fine estimate in Lemma 3.4 below for large-parameter incomplete Gamma function via

a result in Temme [28]. This lemma, together with Lemmas 3.5, 3.6 and 3.7 on several

estimates of functions of the solution λn to equation (2.8), enables us to prove Lemma 3.8

and Theorem 4. Meanwhile, this method may not be easily extended to prove the results

from Jiang and Qi [17] and Gui and Qi [13] in general since approximations for some other

terms will get worse if kn is too large. Fortunately, the range of pn under condition (2.7) is

wide enough to bridge the gap in the literature.

3 Proofs

We need the following notation in our proofs. We use the symbol Cn ∼ Dn to denote the

relationship limn→∞
Cn
Dn

= 1. For random variables {Xn, n ≥ 1} and constants {an, n ≥ 1},

we write Xn = Op(an) if limx→+∞ lim supn→∞ P (|Xn
an

| ≥ x) = 0, and we write Xn = op(an)

if Xn
an

→ 0 in probability. It is well known that Xn
anbn

→ 0 in probability as n → ∞ if

Xn = Op(an) and {bn, n ≥ 1} is a sequence of constants with limn→∞ bn = ∞.

As in Gui and Qi [13], assume that {Ui, i ≥ 1} is a sequence of independent and

identically distributed (i.i.d.) random variables uniformly distributed over (0, 1), and U1:n ≤

U2:n ≤ · · · ≤ Un:n denote the order statistics of U1, U2, · · · , Un for each n ≥ 1. Then Ui:n

has a Beta(i, n− i+ 1) distribution with density function given by

fi:n(x) =
n!

(i− 1)!(n− i)!
xi−1(1− x)n−i, 0 < x < 1,

and its cumulative distribution function (cdf) is denoted by Fi:n(x), 0 ≤ x ≤ 1.

For each n ≥ 2, let {Ynj , 1 ≤ j ≤ pn} be independent random variables such that Ynj

and (Upn+1−j:n−j)
1/2 have the same distribution for each j. Jiang and Qi [17] have shown

that max1≤j≤pn |zj |2 and max1≤j≤pn Y
2
nj have the same distribution.
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Next, we express each Beta random variable in terms of Gamma random variables. From

equation (2.2.1) on page 12 in Ahsanullah and Nevzorov [2], we have, for each 1 ≤ k ≤ n,

Uk:n and
∑︁k

i=1Ei/
∑︁n+1

i=1 Ei have the same distribution, where {Ei, i ≥ 1} is a sequence

of independent random variables with the standard exponential distribution. In fact, if

we assume that {Eij , i ≥ 1, j ≥ 1} are independent random variables with the standard

exponential distribution, then {
∑︁pn+1−j

i=1 Ei,j/
∑︁n+1−j

i=1 Ei,j , 1 ≤ j ≤ pn} are independent

random variables, and for each 1 ≤ j ≤ pn,
∑︁pn+1−j

i=1 Ei,j/
∑︁n+1−j

i=1 Ei,j and Upn+1−j:n−j are

identically distributed, which implies that {
∑︁pn+1−j

i=1 Ei,j/
∑︁n+1−j

i=1 Ei,j , 1 ≤ j ≤ pn} and

{Y 2
nj , 1 ≤ j ≤ pn} are identically distributed. For simplicity, we assume

Y 2
nj =

∑︁pn+1−j
i=1 Ei,j∑︁n+1−j
i=1 Ei,j

= 1− Sj

Tn+1−j
, for 1 ≤ j ≤ pn (3.1)

where Sj =
∑︁n+1−j

i=pn−j+2Ei,j and Tn+1−j =
∑︁n+1−j

i=1 Ei,j . Then we have

P
(︂

max
1≤j≤pn

|zj |2 ≤ t
)︂
= P

(︂
max

1≤j≤pn
Y 2
nj ≤ t

)︂
=

pn∏︂
j=1

Fpn+1−j:n−j(t) (3.2)

for 0 < t < 1, and

1− F1:kn(x) ≤ 1− F2:kn+1(x) ≤ · · · ≤ 1− Fpn:n−1(x)

for x ∈ (0, 1). See the proof of Theorem 2 in Jiang and Qi [17].

It is easily seen that {Sj , 1 ≤ j ≤ pn} are i.i.d. random variables with Gamma (kn)

distribution.

We will present some useful lemmas before we prove our main result.

LEMMA 3.1 (Gui and Qi [13]) Suppose {ln, n ≥ 1} is a sequence of positive integers. Let

znj ∈ [0, 1) be real numbers for 1 ≤ j ≤ ln such that max1≤j≤ln znj → 0 as n → ∞. Then

lim
n→∞

ln∏︂
j=1

(1− znj) ∈ (0, 1) exists if and only if the limit lim
n→∞

ln∑︂
j=1

znj =: z ∈ (0,∞) exists and

the relationship of the two limits is given by

lim
n→∞

ln∏︂
i=1

(1− zni) = e−z.

LEMMA 3.2 (Gui and Qi [13]) Assume that 1 ≤ pn < n and pn → ∞ as n → ∞.

Let {rn} be a sequences of integers such that rn < pn and pn/rn → 1 as n → ∞. Assume
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αn > 0 and βn are real numbers such that limn→∞ P (Y 2
n1 > βn+αnx) = 0 for any x ∈ R. If

(max1≤j≤rn Y
2
nj−βn)/αn converges in distribution to a cdf G, then (max1≤j≤pn Y

2
nj−βn)/αn

converges in distribution to the same distribution G.

LEMMA 3.3 (Gui and Qi [13]) Let Zn be nonnegative random variables such that (Z2
n −

βn)/αn converges weakly to a cdf G(x), where αn > 0 and βn > 0 are constants satisfying

that limn→∞ αn/βn = 0. Then

Zn − β
1/2
n

αn/(2β
1/2
n )

converges weakly to G.

Recall we just define that {Sj , 1 ≤ k ≤ pn} are i.i.d. Gamma(kn) random variables.

For convenience, we assume that {Sj , j ≥ 1} are i.i.d. random variables with Gamma(kn)

distribution.

Define the cumulative distribution function (cdf) of Gamma(a) random variable (in-

complete gamma function) as

P (a, z) =
1

Γ(a)

∫︂ z

0
xa−1e−xdx, z ≥ 0,

and the error function

erfc(z) =
2√
π

∫︂ ∞

z
e−x2

dx, z ≥ 0.

Write

τ(λ) = λ− 1− log λ, λ > 0.

It is easy to see that for λ > 0

τ(λ) = λ− 1− log λ = (1− λ)2
∫︂ 1

0

s

1− (1− λ)s
ds.

We see that τ(λ) ≥ 0 for λ > 0. Since min(λ, 1) ≤ 1− (1− λ)s ≤ max(1, λ) for 0 < s < 1,

we have
1

2

(1− λ)2

max(1, λ)
≤ τ(λ) ≤ 1

2

(1− λ)2

min(1, λ)
λ > 0 (3.3)

and conclude that √︁
τ(λ) ≥ 1− λ√

2
, 0 < λ < 1. (3.4)
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We can also verify that for s, t > 0

τ(st) = τ(s) + τ(t) + (s− 1)(t− 1). (3.5)

This property will be used later.

Define

ϕ(a, λ) =
1√
2πa

e−aτ(λ) =
1√
2πa

e−a(λ−1−log λ), λ > 0, a > 0. (3.6)

LEMMA 3.4 Let δn be a sequence of positive numbers such that δn → ∞ and δn/
√
kn → 0

as n → ∞. Then

P (kn, knλ) = (1 + o(1))
1√

2πkn(1− λ)
exp(−knτ(λ)) (3.7)

uniformly over 0 < λ ≤ 1− δn/
√
kn as n → ∞.

Proof. It follows from equations (2.15) and (4.3) in Temme [28] that

|P (a, aλ)−1

2
erfc(−η

√︃
a

2
)+

c0(λ)√
2πa

exp(−1

2
aη2)| ≤ C

a
√
2πa

exp(−1

2
aη2)+

Ceaa−aΓ(a)

a
√
2πa

P (a, aλ)

(3.8)

holds uniformly for 0 < λ < 1 and a > 0, where C > 0 is a universal constant, c0(λ) =

1
λ−1 − 1

η , and

η = −(2(λ− 1− log λ))1/2 = −
√︁

2τ(λ) for 0 < λ < 1. (3.9)

From Stirling’s formula, see, e.g., Formula 6.1.38 in Abramowitz and Stegun [1]

Γ(a+ 1) =
√
2πaa+

1
2 exp(−a+

θ

12a
), θ ∈ (0, 1)

we have

eaa−aΓ(a) = eaa−a−1Γ(a+ 1) ≤
√
2πe1/12a−1/2

for all a ≥ 1, which together with (3.8) implies that for some universal constant C > 0

|P (a, aλ)− 1

2
erfc(−η

√︃
a

2
) +

c0(λ)√
2πa

exp(−1

2
aη2)| ≤ C

a
√
2πa

exp(−1

2
aη2) +

C

a2
P (a, aλ)

holds uniformly for 0 < λ < 1 and a > 1. By setting

c(a, λ) =
P (a, aλ)− 1

2erfc(−η
√︁

a
2 ) +

c0(λ)√
2πa

exp(−1
2aη

2)

1
a
√
2πa

exp(−1
2aη

2) + 1
a2
P (a, aλ)

,
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we have |c(a, λ)| ≤ C for 0 < λ < 1 and a > 1, and

P (a, aλ)− 1

2
erfc(−η

√︃
a

2
)+

c0(λ)√
2πa

exp(−1

2
aη2) = c(a, λ)(

1

a
√
2πa

exp(−1

2
aη2)+

1

a2
P (a, aλ)).

(3.10)

Assume x > 0. Since∫︂ ∞

x

e−t2

t2
dt <

1

x3

∫︂ ∞

x
te−t2dt =

1

2x3

∫︂ ∞

x
e−t2dt2 =

e−x2

2x3

and by using integration by parts∫︂ ∞

x
e−t2dt = −1

2

∫︂ ∞

x

de−t2

t

=
1

2

e−x2

x
− 1

2

∫︂ ∞

x

e−t2

t2
dt,

we get

(
1

2x
− 1

4x3
)e−x2

<

∫︂ ∞

x
e−t2dt <

1

2x
e−x2

Therefore, we can define function h(x) such that

1√
π

∫︂ ∞

x
e−t2dt = (

1√
2x

− h(x)√
2x

)
1√
2π

e−x2
, (3.11)

where 0 < h(x) < 1
2x2 for x > 0.

By using (3.11) and (3.9), we have

1

2
erfc(−η

√︃
a

2
)− c0(λ)√

2πa
exp(−1

2
aη2)

=
1

2
erfc(

√︁
aτ(λ))− (

1√︁
2τ(λ)

− 1

1− λ
)

1√
2πa

exp(−aτ(λ))

=
1

1− λ

(︂
1− 1− λ√︁

2τ(λ)
h(
√︁
aτ(λ))

)︂ 1√
2πa

exp(−aτ(λ))

=
(︂
1− 1− λ√︁

2τ(λ)
h(
√︁

aτ(λ))
)︂ϕ(a, λ)

1− λ
.

Then it follows from (3.10) that

(1− c(a, λ)

a2
)P (a, aλ) =

(︂
1− 1− λ√︁

2τ(λ)
h(
√︁
aτ(λ)) +

c(a, λ)(1− λ)

a

)︂ϕ(a, λ)
1− λ

and thus

P (a, aλ) =

(︂
1− 1−λ√

2τ(λ)
h(
√
aτ) + c(a,λ)(1−λ)

a

)︂
1− c(a,λ)

a2

ϕ(a, λ)

1− λ
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uniformly over 0 < λ < 1 and a > 1.

Now let a = kn. Let δn be any sequence of positive numbers such that δn → ∞ and

δn/
√
kn → 0 as n → ∞. From (3.4) we have

√︁
knτ(λ) ≥

√︃
kn
2
(1− λ) ≥ δn√

2
→ ∞

if 0 < λ ≤ 1− δn/
√
kn, which implies h(

√︁
knτ(λ)) → 0 uniformly over 0 < λ ≤ 1− δn/

√
kn

as n → ∞. Therefore, we conclude that

P (kn, knλ) = (1 + o(1))
ϕ(a, λ)

1− λ
= (1 + o(1))

1√
2πkn(1− λ)

exp(−knτ(λ))

uniformly over 0 < λ ≤ 1 − δn/
√
kn as n → ∞, i.e. (3.7) holds. This completes the proof

of the lemma. ■

LEMMA 3.5 Under condition (2.7) we have√︁
kn(1− λn) → ∞ as n → ∞ (3.12)

and √︁
kn(1− λn) = O(

√︁
log n) as n → ∞. (3.13)

Proof. Since

gn(λ) = λ− 1− log(λ) +
2

kn
log(1− λ)

is decreasing in λ ∈ (0, 1), we have for any δ > 0,
√
kn(1 − λn) > δ if and only if gn(1 −

δ/
√
kn) < 1

kn
log( n

2πk
3/2
n

). To prove (3.12), it suffice to show that for any δ > 0, gn(1 −

δ/
√
kn) < 1

kn
log( n

2πk
3/2
n

) for all large n. In fact, for any fixed δ > 0, we have from (3.3)

that for all large n

gn(1−
δ√
kn

) = τ(1− δ√
kn

) +
2

kn
log(

δ√
kn

)

≤ 1

2

δ2

kn(1− δ/
√
kn)

+
2

kn
log(

δ√
kn

)

≤ δ2

kn
+

2

kn
log(

δ√
kn

)

<
1

kn
log(

n

2πδ2
√
kn

) +
1

kn
log(

δ2

kn
)

=
1

kn
log(

n

2πk
3/2
n

),

12



proving (3.12).

Now we prove (3.13). By using (3.4), we have

(1− λn)
2 ≤ 2τ(λn) = 2g(λn)−

4

kn
log(1− λn) =

2

kn
log(

n
√
kn

2π
)− 4

kn
log(kn(1− λn)).

From (3.12), we have log(kn(1− λn)) > 0 for all large n. Therefore, we get

kn(1− λn)
2 < 2 log(

n
√
kn

2π
) = O(log n) as n → ∞,

which proves (3.13). ■

For convenience, we will introduce more notations for the rest of the paper.

Define for x ∈ R

λn(x) = λn(1 +
x

kn(1− λn)
), (3.14)

and for 1 ≤ j < n

λn,j(x) =
n+ 1− j

n
λn(x). (3.15)

LEMMA 3.6 Assume condition (2.7) holds. We have for any fixed x ∈ R that

1− λn(x)

1− λn
− 1 → 0. (3.16)

If further we assume that {jn} is a sequence of positive integers with 1 < jn < n − 1 such

that
knjn(1− λn)

n
→ ∞ and

knj
2
n

n2
→ 0, (3.17)

then for any fixed x ∈ R

max
1≤j≤jn

|1− λn,j(x)

1− λn
− 1| → 0. (3.18)

Proof. The proofs are omitted here since they are straightforward by using Lemma 3.5 and

given conditions. ■

LEMMA 3.7 Assume condition (2.7) holds. Then with ϕ(a, λ) defined in (3.6) we have for

x ∈ R
1

(1− λn)2
ϕ(kn, λn(x)) = (1 + o(1))

kne
x

n
as n → ∞. (3.19)

13



Proof. Fix x ∈ R. It follows from (3.12) and (3.16) that

δn(x) :=
√︁
kn(1− λn(x)) =

√︁
kn(1− λn)(1 + o(1)) → ∞.

Then 0 < λn(x) < 1 for all large n, which will be used in the proof of Lemma 3.8. By using

(3.5) we have from (3.3)

τ(λn(x)) = τ(λn) + τ(1 +
x

kn(1− λn)
) + (λn − 1)

x

kn(1− λn)

= τ(λn) + τ(1 +
x

kn(1− λn)
)− x

kn

= gn(λn)−
2

kn
log(1− λn) +

x

kn
+ τ(1 +

x

kn(1− λn)
)

=
1

kn
log(

n
√
2πk

3/2
n

)− 2

kn
log(1− λn)−

x

kn
+O(

1

k2n(1− λn)2
).

Therefore, we obtain

1

(1− λn)2
ϕ(kn, λn(x))

=
1√

2πkn(1− λn)2
e−knτ(λn(x))

=
1√

2πkn(1− λn)2
exp

{︂
− log(

n
√
2πk

3/2
n

) + 2 log(1− λn) + x+O(
1

kn(1− λn)2
)
}︂

=
kne

x

n
exp

{︂
O(

1

kn(1− λn)2
)
}︂

=
kne

x

n
(1 + o(1)).

This completes the proof. ■

LEMMA 3.8 Fix x ∈ R. Assume {jn} is a sequence of positive integers with 1 < jn < n−1

such that (3.17) holds. Then

jn∑︂
j=1

P (kn,
n+ 1− j

n
λn(x)) → ex. (3.20)

Furthermore, if {qn} is a sequence of positive integers such that 1 < jn ≤ qn < n− 1 , then

qn∑︂
j=1

P (kn,
n+ 1− j

n
λn(x)) → ex. (3.21)

14



Proof. It follows from (3.12) and (3.16) that δn(x) =
√
kn(1 − λn(x)) → ∞. Since 0 <

λn,j ≤ λn(x) ≤ 1− δn/
√
kn for all 1 ≤ j < n, we have from (3.7) that

P (kn, knλn,j(x)) = (1 + o(1))
1√

2πkn(1− λn,j(x))
exp(−knτ(λn,j(x))) (3.22)

uniformly over 1 ≤ j < n as n → ∞.

Since λn,j(x) =
n+1−j

n λn(x), we have from (3.5) that

τ(λn,j(x)) = τ(λn(x)) + τ(1− j − 1

n
) + (1− λn(x))

j − 1

n
.

From (3.22) we have

P (kn, knλn,j(x)) = (1 + o(1))
ϕ(kn, λn(x))

1− λn,j(x)
exp{−knτ(1−

j − 1

n
)− (j − 1)(1− λn(x))kn

n
}

(3.23)

uniformly over 1 ≤ j < n as n → ∞.

Note that (3.18) and (3.16) hold under (3.17). Then we have from (3.23) and (3.3) that

P (kn, knλn,j(x)) = (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)
exp{−knO(

j2n
n2

)− (j − 1)(1− λn(x))kn
n

}

= (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)
exp{o(1)− (j − 1)(1− λn(x))kn

n
}

= (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)
exp{−(j − 1)(1− λn(x))kn

n
}

uniformly over 1 ≤ j < jn as n → ∞, which yields that

jn∑︂
j=1

P (kn, knλn,j(x)) = (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)

jn∑︂
j=1

(︂
exp{−(1− λn(x))kn

n
}
)︂j−1

= (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)

1− exp{− (1−λn(x))(jn+1)kn
n }

1− exp{− (1−λn(x))kn
n }

= (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)

1− exp{−(1 + o(1)) (1−λn)(jn+1)kn
n }

(1−λn(x))kn
n

= (1 + o(1))
ϕ(kn, λn(x))

(1− λn(x))2
n

kn

= (1 + o(1))
ϕ(kn, λn(x))

(1− λn)2
n

kn

= (1 + o(1))ex

15



from (3.19).

Next, we prove (3.21) when qn > jn. Note that τ(1− j−1
n ) ≥ 0, and 1−λn,j(x) ≥ 1−λn(x)

for 1 ≤ j ≤ qn. Then from (3.23) we have

qn∑︂
j=1

P (kn, knλn,j(x)) ≤ (1 + o(1))
ϕ(kn, λn(x))

1− λn,j(x)

qn∑︂
j=1

exp{− − (j − 1)(1− λn(x))kn
n

}

= (1 + o(1))
ϕ(kn, λn(x))

1− λn,j(x)

qn∑︂
j=1

(︂
exp{−(1− λn(x))kn

n
}
)︂j−1

≤ (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)

1

1− exp{− (1−λn(x))kn
n }

= (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)

1
(1−λn(x))kn

n

= (1 + o(1))
ϕ(kn, λn(x))

(1− λn(x))2
n

kn

= (1 + o(1))
ϕ(kn, λn(x))

(1− λn)2
n

kn

= (1 + o(1))ex

from (3.19), which together with (3.20), implies (3.21) since

jn∑︂
j=1

P (kn, knλn,j(x)) ≤
qn∑︂
j=1

P (kn, knλn,j(x)).

This completes the proof of the lemma. ■

LEMMA 3.9 Assume x1, · · · , xn are positive numbers for n ≥ 1 and εn,i, 1 ≤ i ≤ n are

such that εn = max1≤i≤n |εn,i| < 1. Then

| min
1≤i≤n

xi(1 + εn,i)− min
1≤i≤n

xi| ≤ εn min
1≤i≤n

xi.

Proof. For 1 ≤ i ≤ n we have

xi(1− εn) ≤ xi(1 + εn,i) ≤ xi(1 + εn),

and thus we obtain that

min
1≤i≤n

xi(1− εn) ≤ min
1≤i≤n

xi(1 + εn,i) ≤ min
1≤i≤n

xi(1 + εn),

16



which implies

−εn min
1≤i≤n

xi ≤ min
1≤i≤n

xi(1 + εn,i)− min
1≤i≤n

xi ≤ εn min
1≤i≤n

xi.

This completes the proof of the lemma. ■

LEMMA 3.10 Under condition (2.7) we have

lim
n→∞

P (Y 2
n1 > 1− kn

n
λn(−x)) = lim

n→∞
P (Y 2

n1 > 1− knλn

n
+

λnx

n(1− λn)
) = 0

for each x ∈ R.

Proof. By using expression (3.1) we have Y 2
n1 = 1 − S1

Tn
, where S1 has a Gamma (kn)

distribution and Tn has a Gamma(n) distribution. From the central limit theorem we have

Vn1 :=
S1 − kn

k
1/2
n

d−→ N(0, 1), Vn2 :=
Tn − n

n1/2

d−→ N(0, 1).

Then we have

Y 2
n1 = 1− kn + k

1/2
n Vn1

n+ n1/2Vn2
= 1− kn

n

1 + Vn1/k
1/2
n

1 + Vn2/n1/2
= 1− kn

n
(1 +

Vn1

k
1/2
n

+Op(n
−1/2)),

and thus we get

Vn3 :=
n

k
1/2
n

(Y 2
n1 − 1 +

kn
n
) = Vn1 +Op(

√︃
kn
n
)

d−→ N(0, 1),

which yields

P (Y 2
n1 > 1− knλn

n
+

λnx

n(1− λn)
) = P (Vn3 >

√︁
kn(1− λn) +

λnx√
kn(1− λn)

) → 0

since
√
kn(1− λn) → ∞ as n → ∞ from (3.12). This completes of the proof. ■

LEMMA 3.11 Let {Tj , j ≥ 1} be a sequence of random variables, and for each j ≥ 1, Tj

has a Gamma (j) distribution with density function tj−1e−tI(t > 0)/(j − 1)!. Then

max
mn≤j≤n

|Tj

j
− 1| = O(

√
log n

√
mn

) almost surely (a.s.),

where mn is any sequence of integers such that 1 ≤ mn < n and mn/(log n)
3 → ∞ as

n → ∞.
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Proof. Set τn =
√
logn√
mn

. By Theorem 1 on page 217 in Petrov [24],

P (Tj − j > x
√︁

j) = (1 + o(1))(1− Φ(x)), P (Tj − j < −x
√︁

j) = (1 + o(1))(1− Φ(x))

uniformly over 0 ≤ x ≤ dj as j → ∞, where Φ is the cumulative distribution function

for the standard normal random variable, dj is any sequence of positive numbers with

dj = o(j1/6). By setting x = 4
√
log n when mn ≤ j ≤ n and using the approximation

1− Φ(x) ∼ 1√
2πx

e−x2/2 = 1√
2π4n8

√
logn

we conclude that

P ( max
mn≤j≤n

|Tj

j
− 1| > 2τn)

≤
n∑︂

j=mn

P (|Tj

j
− 1| > 2τn)

≤
n∑︂

j=mn

P (|Tj − j| > 2jτn)

≤
n∑︂

j=mn

P (|Tj − j| > 2
√︁
log n

√︁
j)

≤
n∑︂

j=mn

P (Tj − j > 2
√︁

log n
√︁
j) +

n∑︂
j=mn

P (Tj − j < −2
√︁

log n
√︁
j)

∼ 2(n−mn + 1)√
2π4n8

√
log n

,

which implies that
∑︁

n>5 P (maxmn≤j≤n |Tj

j − 1| > 2τn) < ∞. The lemma is proved by

using the Borel-Cantelli lemma. ■

From now on, we define mn = [kn(log n)
3], the integer part of kn(log n)

3. Then mn > kn

for all large n and mn/(log n)
3 → ∞ as n → ∞.

LEMMA 3.12 Under condition (2.7) we have

Ln := (
λn

n(1− λn)
)−1( min

1≤j≤n−mn

Sj

n+ 1− j
− knλn

n
)

d−→ Λ1 (3.24)

where Λ1(x) = 1− Λ(−x), x ∈ R.

Proof. Fix x ∈ R. Recall λn(x) and λn,j(x) are defined in (3.14) and (3.15), respectively.
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We have

P
(︂
(

λn

n(1− λn)
)−1( min

1≤j≤n−mn

Sj

n+ 1− j
− knλn

n
) ≤ x

)︂
= P

(︂
min

1≤j≤n−mn

Sj

n+ 1− j
≤ knλn

n
+

λn

n(1− λn)
x
)︂

= P
(︂

min
1≤j≤n−mn

Sj

n+ 1− j
≤ kn

n
λn(x)

)︂
= 1− P

(︂
min

1≤j≤n−mn

Sj

n+ 1− j
>

kn
n
λn(x)

)︂
= 1−

n−mn∏︂
j=1

P
(︂ Sj

n+ 1− j
>

kn
n
λn(x)

)︂

= 1−
n−mn∏︂
j=1

P
(︂
Sj > knλn,j(x)

)︂

= 1−
n−mn∏︂
j=1

(1− znj),

where znj = P (kn, knλn,j(x)) for 1 ≤ j ≤ n−mn. Note that znj is non-increasing in j, and

λn,1(x) = λn(x). It follows from (3.23) with j = 1, (3.19) and (3.16) that

zn1 = (1 + o(1))
ϕ(kn, λn(x))

1− λn(x)
≤ 1 + o(1))

ϕ(kn, λn(x))

(1− λn(x))2
= (1 + o(1))

kne
x

n
→ 0

as n → ∞.

To apply Lemma 3.8, we define δn = k
1/2
n (1 − λn). Then δn → ∞ from (3.12). Set

jn = [n/
√
knδn], the integer part of n/

√
knδn. Then as n → ∞

knjn(1− λn)

n
=

k
1/2
n jnδn

n
∼

√︁
δn → ∞

and
knj

2
n

n2
∼ 1

δn
→ 0,

i.e. (3.17) holds. Obviously we have n −mn > jn for all large n. Therefore, by applying

Lemma 3.8 with qn = n−mn, we have

n−mn∑︂
j=1

znj → ex,

which coupled with Lemma 3.1 yields that
∏︁n−mn

j=1 (1−znj) → exp(−ex) = Λ(−x) as n → ∞.

Hence, we get

P
(︂
(

λn

n(1− λn)
)−1( min

1≤j≤n−mn

Sj

n+ 1− j
− knλn

n
) ≤ x

)︂
→ 1− Λ(−x) = Λ1(x),
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which proves the lemma. ■

LEMMA 3.13 Under condition (2.7) we have

(
λn

n(1− λn)
)−1( max

1≤j≤n−mn

Y 2
nj − (1− knλn

n
))

d−→ Λ.

Proof. From Lemma 3.11 we have εn := maxmn<j≤n |Tj

j −1| = max1≤j≤n−mn |
Tn+1−j

n+1−j −1| =

O(
√
logn√
mn

) → 0 a.s. as n → ∞. Then we have

1− εn ≤ Tn+1−j

n+ 1− j
≤ 1 + εn uniformly for 1 ≤ j ≤ n−mm

for all large n, i.e.

1− εn
1− εn

≤ 1

1 + εn
≤ n+ 1− j

Tn+1−j
≤ 1

1− εn
= 1 +

εn
1− εn

uniformly for 1 ≤ j ≤ n−mm

for large n. By writing εnj =
n+1−j
Tn+1−j

− 1, we have from (3.1) that Y 2
nj = 1− Sj

n+1−j (1+ εnj),

and thus

max
1≤j≤n−mn

Y 2
nj = 1− min

1≤j≤n−mn

Sj

n+ 1− j
(1 + εnj).

Recall Ln is defined in equation (3.24). The above equation, together with Lemma 3.9,

yields that for all large n

∆n : = |( λn

n(1− λn)
)−1

(︂
max

1≤j≤n−mn

Y 2
nj − (1− knλn

n
)
)︂
+ Ln| (3.25)

= (
λn

n(1− λn)
)−1| min

1≤j≤n−mn

Sj

n+ 1− j
(1 + εnj)− min

1≤j≤n−mn

Sj

n+ 1− j
|

≤ εn
1− εn

(
λn

n(1− λn)
)−1 min

1≤j≤n−mn

Sj

n+ 1− j
.

Now we have from definition of Ln in equation (3.24) that

min
1≤j≤n−mn

Sj

n+ 1− j
=

λn

n(1− λn)
Ln +

knλn

n
,

and thus obtain

∆n ≤ εn
1− εn

(
λn

n(1− λn)
)−1(

λn

n(1− λn)
Ln +

knλn

n
)

=
εnLn

1− εn
+

εn
1− εn

kn(1− λn)

= op(1) +Op(

√
kn(1− λn)

log n
)

= op(1)
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from (3.13). Then it follows from (3.25) that ( λn
n(1−λn)

)−1
(︂
max1≤j≤n−mn Y

2
nj − (1− knλn

n )
)︂

and −Ln have the same asymptotic distribution. The lemma follows since −Ln
d−→ Λ from

Lemma 3.12. ■

Proof of Theorem 4. Set βn = 1− knλn
n and αn = λn

n(1−λn)
. We apply Lemma 3.2 with rn =

n−mn and pn = n− kn under condition (2.7). Note that limn→∞ P (Y 2
n1 > βn + αnx) = 0

from Lemma 3.10. Then from Lemmas 3.10 and 3.13 we have

max1≤j≤pn Y
2
nj − βn

αn

d−→ Λ.

Then from Lemma 3.3 we get

max1≤j≤n−mn Ynj − β
1/2
n

αn/(2β
1/2
n )

d−→ Λ,

i.e. Theorem 4 holds in view of (3.2). This completes the proof. ■
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